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Abstract
The Igbo language is facing a risk of becoming endangered, as indicated by a 2025 UNESCO study. This highlights
the need to develop language technologies for Igbo to foster communication, learning and preservation. To create
robust, impactful, and widely adopted language technologies for Igbo, it is essential to incorporate the multi-dialectal
nature of the language. The primary obstacle in achieving dialectal-aware language technologies is the lack of
comprehensive dialectal datasets. In response, we present the IgboAPI dataset, a multi-dialectal Igbo-English
dictionary dataset, developed with the aim of enhancing the representation of Igbo dialects. Furthermore, we
illustrate the practicality of the IgboAPI dataset through two distinct studies: one focusing on Igbo semantic lexicon
and the other on machine translation. In the semantic lexicon project, we successfully establish an initial Igbo
semantic lexicon for the Igbo semantic tagger, while in the machine translation study, we demonstrate that by
finetuning existing machine translation systems using the IgboAPI dataset, we significantly improve their ability to
handle dialectal variations in sentences.
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1. Introduction

The Igbo language is one of the three major lan-
guages in Nigeria, spoken by approximately 30 mil-
lion people worldwide (Eberhard et al., 2020). De-
spite its significant population, Igbo culture is grap-
pling with a form of social violence against its lan-
guage in various Nigerian contexts (Onyemelukwe,
2019; Asonye, 2013), as well as dwindling interest
among the younger generation (Emeka-Nwobia,
2019). Igbo has been relegated to a secondary
status when compared to English, which is widely
perceived by many Nigerians as the language of
prosperity and opportunity. This pervasive social
issue has raised concerns to the extent that UN-
ESCO has projected a risk of Igbo language be-
coming extinct by 2025 (Asonye, 2013). One key
factor contributing to this perceived social violence
against the Igbo language is the multi-dialectal na-
ture of the language (Nwaozuzu, 2008), which has
made it challenging for linguistic initiatives, lexical
tools and language technologies that solely focus
on the ‘Standard Igbo’ to gain widespread accep-
tance, particularly among the broader language-
speaking community. It is crucial for speakers
of these dialects to feel included, but the multi-
tude of dialects complicates efforts to accommo-
date them.

* Equal contribution

In the past decade, we have witnessed incredi-
ble technological advancements surrounding lan-
guage technologies and natural language pro-
cessing. Language technology has been applied
to solve many real-world problems that revolve
around language (Hirschberg and Manning, 2015).
In today’s globalized world, language technology
plays a pivotal role in promoting, and preserving
languages (Abbott and Martinus, 2018; Nekoto
et al., 2020). Resources like language courses,
dictionaries, language learning apps, translation
systems, education materials, audio resources
and language software can facilitate the documen-
tation, teaching, and learning of the language in
an easy way, serving as a platform for encourag-
ing the younger generation to engage with their
roots and heritage ensuring the language thrives in
contemporary settings (Opara, 2016; Nwankwere
et al., 2017; Anyanwu, 2019). Essentially, lan-
guage technologies could benefit Igbo speakers,
enrich global linguistic and cultural diversity, and
prevent the extinction of the language.

We argue that embracing the rich diversity of
Igbo dialects in the development of language tech-
nologies for the Igbo language is a fundamental
step towards making such resources robust, effec-
tive and more widely accepted. The diversity of
the Igbo language highlights a pressing need for
linguistic tools tailored to the Igbo language and
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its varied dialects (Anyanwu, 2010).
One major challenge that has hindered the

progress of dialectal-aware language technologies
lies in the scarcity of comprehensive datasets that
represent these distinct Igbo dialects (Joshi et al.,
2020). Recognizing the critical need for such
dialectal-aware resources, our IgboAPI project
emerges as a pioneering effort to address this defi-
ciency. By curating and making accessible a multi-
dialectal dataset, we are not only enriching the lin-
guistic landscape but also equipping language sys-
tems with the necessary tools to navigate the di-
alectal mosaic of the Igbo language. In this paper,
we demonstrate the utility of the IgboAPI dataset
in two applications.

The remainder of this paper is organized as fol-
lows: in section 2, we begin by presenting relevant
prior research, followed by an in-depth exploration
of the IgboAPI project, in section 3, which encom-
passes the IgboAPI project, the dataset creation
process and useful statistics about the resulting
IgboAPI dictionary dataset. Moving on to section
4, we outline the two studies conducted to under-
score the utility of the IgboAPI dictionary dataset.
We describe the experiments in detail and end with
results and valuable discussions.

2. Related Work

The Igbo language falls under the ‘left-behinds’
category, as classified by Joshi et al. (2020),
meaning that it has received minimal attention
in the realm of language technologies, and the
availability of language technology datasets is no-
tably scarce. Nevertheless, there have been in-
creasing endeavors to create lexical resources
(Ọgbalụ, 1962; Green, 1971; Nnaji, 1985; Eke,
2001; Igboanusi, 2017; Mbah, 2021) and natu-
ral language processing datasets (Onyenwe et al.,
2018; Ezeani et al., 2020; Adelani et al., 2022)
for the Igbo language. Notably, historically sig-
nificant dictionary resources were pioneered by
Ọgbalụ (1962) and Nnaji (1985). More recently,
and in the context of natural language process-
ing, Ezeani et al. (2020) established a benchmark
dataset comprising 5,630 English sentences that
were translated into Igbo. Additionally, they trans-
lated 5,503 collected Igbo sentences into English
through human intervention, resulting in English-
Igbo sentence pairs. Another significant contribu-
tion is the JW300 dataset (Agić and Vulić, 2019)
which provides a substantial corpus, with its pri-
mary focus on the religious domain. Moreover, the
IgboSum1500 (Mbonu et al., 2022) initiative has
created an Igbo text summarisation dataset, hous-
ing 1,500 articles. Our unique contribution lies in
the inclusion of the various dialects present in the
Igbo language, an aspect previously unexplored

as all the aforementioned works dealt solely (or
mostly) with the Standard Igbo.

The potential impact of dialectal diversity and its
inclusion in the development of language technolo-
gies, such as lexicons and machine translation sys-
tems, has remained relatively unexplored within
the Igbo language context. Some studies shed
light on this for other languages. For instance,
Abe et al. (2018) explored multi-dialectal neural
machine translation (NMT) from Japanese dialects
to standard Japanese, emphasizing the potential
benefits, particularly for an aging population more
familiar with regional dialects. Almansor and Al-
Ani (2017) tackled translation from Egyptian Ara-
bic dialect to Modern Standard Arabic. Leverag-
ing our dialectal-aware dataset, we conduct exper-
iments in Igbo-English translation, providing valu-
able insights into the impact of training a machine
translation (MT) with a dialectal-aware dataset.

3. The IgboAPI Project

3.1. Background
The IgboAPI Project was created to address the
pervasive problem experienced by many mostly
new-generation Nigerians eager to learn the Igbo
language: the lack of readily available, high-quality
lexical and learning resources to support Igbo lan-
guage learning. The IgboAPI Project focuses on
addressing this problem by fully cataloging and an-
notating the linguistic nature of the Igbo language
community contributions and feedback in the form
of suggesting, adding, and reviewing dictionary
data.

The IgboAPI project is structured in that it con-
tains Igbo words and example sentences which
can be fully annotated and interconnected with
each other. Similar to WordNet (George, 1995),
the IgboAPI interconnects related words to each
other and words to example sentences that feature
specific usage of the word. Unlike the WordNet,
though, the IgboAPI does not have a strong sense
of linguistic hierarchy when connecting words with
each other. This decision was made to priori-
tize collecting, arguably, more important pieces of
word and example sentence metadata. The only
lexical hierarchy that’s defined in the IgboAPI is the
uni-direction connection of a word to its word stem.

3.2. Creating the IgboAPI Dataset
The IgboAPI dataset is a multidialectal, Igbo-
English dictionary dataset, created by expert lexi-
cographers sourcing for Igbo words, and adding re-
quired metadata including their dialectal variations.
Each Igbo word entry required the attributes illus-
trated in Figure 1.
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Figure 1: Illustrating the attributes of each word entry in the IgboAPI dataset using the example nwokē.
Each sourced Igbo word contains the following attributes: 1) the headword which is the Standard Igbo
variant of the word; 2) part of speech; 3) English definition of the Igbo word; 4) sentence of examples of
the word (provided in both Igbo and English languages). The required number of example sentences is
1-4; 5) other words related to the given Igbo word; 6) word stems; 7) dialectal variations of the Igbo word.
The dialectal variations provided depend on the lexicographers.

Key Participants and Roles: There were eight
Igbo lexicographers, two Nsịbịdị lexicographers,
two software engineers, one project manager, and
three project owners, making up the total core
team size of 16 members. “Project owners” were
responsible for ensuring that the project was on
track for the entire 12 months. They also led the
team recruitment and training as well as engaged
in regular meetings. The “Igbo Lexicographers”
had the task of sourcing for Igbo words and adding
them, along with their dialectal variations and ex-
ample sentences to the IgboAPI Editor platform.
Lexicographers were also responsible for review-
ing each other’s work for quality assurance. The
“Nsịbịdị lexicographers” mainly focused on adding
Nsịbịdị script to all the words and example sen-
tences added by the lexicographers. Finally, the
“Software Engineers” were responsible for main-
taining the IgboAPI Editor Platform by fixing bugs
and implementing features to improve the work
process for lexicographers.

Lexicography Tasks: All tasks were performed
using the IgboAPI Editor Platform and the dic-
tionary editing standards designed by the Ig-
boAPI project team (IgboAPI). Creating the Ig-
boAPI dataset involved the lexicographers per-
forming two major tasks: “completing words” and

“reviewing words”. “Completing” Igbo words in-
volved fully annotating the sourced Igbo words with
their required attributes. A fully annotated Igbo
word would include all the required attributes (see
Figure 1).

Quality Assurance: For quality assurance, we
utilized the expertise of our lexicographers, des-
ignating them as “reviewers” responsible for eval-
uating the submissions of other lexicographers.
This approach significantly streamlined the pro-
cess and was time effective.

Training: All the lexicographers underwent train-
ing and onboarding before working. During train-
ing, lexicographers were responsible for reading
through the Nkọwa okwu Dictionary Editing Stan-
dards documentation 1, a comprehensive guide on
their lexicography tasks. Training also included
a presentation on how to identify data collection
(sourcing for Igbo words in this case) bias that
could lead to a lower-quality dataset.

3.3. The IgboAPI dataset
The IgboAPI dataset (also referred to as the Ig-
boAPI dictionary dataset) is a multidialectal, multi-

1https://bit.ly/3FmXkH1

https://bit.ly/3FmXkH1
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Figure 2: Dialects covered in the IgboAPI dataset and their number of words.

purpose Igbo-English dictionary dataset. It is multi-
purpose in the sense that the various attributes of
each word enables one to repurpose the dictionary
dataset into other datasets for various NLP tasks:
for example, one can use the Igbo-English exam-
ple sentences as a parallel corpora for machine
translation, or the audio-text pairs for speech pro-
cessing, or the word classes information for part
of speech tagging. Furthermore, the presence of
dialectal variations for each word allows for easy
substitution of Standard Igbo words with their di-
alectal equivalents, leading to a dataset that is in-
clusive of the Igbo dialects.
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Figure 3: Histogram of the count of dialects for
each word. Each word can possess one or more
Igbo dialects. Many words in our dataset have
more than one dialect (with some words having
as high as 10 diverse dialectal variations. This
highlights the multidialectal nature of the Igbo lan-
guage.

The IgboAPI dataset encompasses 33 distinct
Igbo dialects. Within this dataset, there are 5,095
Igbo words, categorized into various word classes
such as nouns, verbs, and adjectives, as shown
in Figure 4. There are 17,979 unique dialectal
word variations, complemented by 27,816 exam-
ple parallel sentences. A ‘dialectal word’ or ‘dialec-
tal variation of a word’ refers to another word hav-
ing the same meaning as the word of interest but
written (and pronounced) in another dialect. Fig-
ure 2 illustrates the distribution of dialectal words
across various dialects. The Ngwa dialect stands
out with the most extensive collection of dialectal
words while the Ikwo dialect has the lowest collec-
tion. Figure 3 provides an illustration of the distri-
bution of dialect word counts. We see that many
words in the dictionary dataset are multidialectal,
highlighting the dialectal complexity prevalent in
the Igbo language (Onyenwe et al., 2018; Dossou
and Emezue, 2021). This intricate nature renders
Igbo an intriguing subject for NLP research and un-
derscores the importance of our dataset.

4. Experiments

To demonstrate the utility of the IgboAPI dataset,
we conducted two experiments: one focusing on a
semantic lexicon and the other on machine transla-
tion. In the following sections, we delve into each
of the experiments, covering the rationale, distinc-
tive value of the dialectal IgboAPI dataset, as well
as the outcomes and insights.

4.1. Igbo Semantic Lexicon
An important use case for the IgboAPI dataset is
the creation of an Igbo semantic lexicon. The se-
mantic lexicon is a key resource in developing a
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Figure 4: Distribution of Word Classes.

semantic tagger for any language. Semantic tag-
ging facilitates the automatic semantic analysis of
text which is a key NLP task that lends itself to a
variety of applications in natural language under-
standing and corpus analysis such as information
extraction (Rayson et al., 2005), discourse analy-
sis (Charteris-Black and Seale, 2009), and social
media analysis (Charitonidis et al., 2017).

The manual creation of a comprehensive se-
mantic lexicon is a very daunting task of the or-
der of around 1-2 person-years manual research,
hence bootstrapping approaches are vital to speed
up the development. A commonly used seman-
tic tagset is the UCREL Semantic Analysis Sys-
tem (USAS) (Rayson et al., 2004). We, therefore,
leveraged the multilingual structure of the IgboAPI
dataset to bootstrap the development of the Igbo
semantic lexicon using the existing English seman-
tic tagger via PyMUSAS2.

4.1.1. Experimental Methodology

This outlines our methodology for the ongoing core
work and provides a preliminary evaluation of re-
sults of the Igbo semantic system developed, at
the time of submission.

There are 5,095 unique entries in the IgboAPI
dataset each of which has a given wordClass
(attribute 2 in Figure 1). Given the importance
of part-of-speech information in semantic tagging,
we compared these with the entries in the dictio-
nary created from MasakhaPOS, an Igbo parts-of-
speech dataset (Dione et al., 2023). This process

2https://ucrel.github.io/pymusas/

identified 176 co-occurring words that formed the
basis of our bootstrapping experiment. These co-
occurring words were manually tagged using the
USAS semantic tags3 hence providing the bench-
mark for evaluating the coverage of the bootstrap-
ping process.

4.1.2. Bootstrapping Process

In creating the Igbo semantic lexicon, the Igbo
Words and their English definitions were extracted
from the IgboAPI dataset, and the English defi-
nitions of each word were labelled using the Py-
MUSAS RuleBasedTagger pipeline. Counts of the
semantic tags for each of the non-function words
in the English definitions were sorted from the high-
est to the lowest.

The evaluation of the process involved: 1)
checking whether the manually assigned seman-
tic tag appeared in the list of automatically trans-
ferred tags produced by tagging the English defi-
nitions; 2) If so, how highly ranked it is in the list.
These scores were indicated with the labels Top-X
to ALL where X shows the number of top tags used
for the check. For example, Top-1 checks if the
manually assigned tag is the top tag from the au-
tomatic process while Top-5 checks if it appears
in the top 5 most common semantic tags. ALL
records is it appeared at all in the list.

Another aspect of the evaluation was deciding
how to represent counts for words with manu-
ally assigned multiple semantic tags. In Single

3https://ucrel.lancs.ac.uk/usas/
USASSemanticTagset.pdf

https://ucrel.github.io/pymusas/
https://ucrel.lancs.ac.uk/usas/USASSemanticTagset.pdf
https://ucrel.lancs.ac.uk/usas/USASSemanticTagset.pdf
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Count, each of the multiple tags contributes to the
counts individually while Average Count they
collectively contribute a total count of 1. Overall
the Average Count was a more strict evaluation
score.

4.1.3. Results & Discussion

Table 1 shows the scores across different eval-
uation settings: Single Count and Average
Count combined with TOP-1, TOP-5, TOP-10,
and ALL.

TOP Single Count(%) Average Count (%)

1 49.01 48.34
5 59.60 58.94
10 61.59 60.93

ALL 64.24 63.58

Table 1: Single and average coverage for TOP-1,
TOP-5, TOP-10, and ALL.

The results above clearly show that, with mini-
mal effort, it is perfectly possible to use the IgboAPI
resources - dictionary entries and their English def-
initions - to bootstrap the creation of Igbo Seman-
tic lexicon. It can be observed that even with the
strictest evaluation scheme TOP-1, the automati-
cally generated tags correspond with the human-
annotated humanly assigned tags about 50% of
the time which is a good indication of its potential.

However, this method is not without limitations
and therefore leaves some room for improvement
in future work. For example, we could only use
the few words (176 words) that appeared in the in-
tersection with the MasakhaPOS dictionary. Also,
we could not explore the usefulness of POS tags
because the MasakhaPOS and IgboAPI used dif-
ferent Igbo POS tagsets. Another key challenge
is reconciling multi-word and sub-word entries in
IgboAPI with single full words in MasakhaPOS.

4.2. Machine translation with the
IgboAPI dataset

The existing Igbo-English machine translation
models demonstrate limitations in capturing the
intricacies of Igbo dialects, as exemplified by a
practical illustration in Table 2, utilizing the cur-
rent state-of-the-art Igbo-English MT model intro-
duced in Adelani et al. (2022). This prompts us
to consider the pivotal question: how can we im-
prove the existing Igbo machine translation mod-
els to attain a deeper understanding of the diverse
Igbo dialects? In this section, we demonstrate that
through the finetuning of machine translation sys-
tems using our multi-dialectal IgboAPI dataset, we

Igbo English Human
Eval.

Standard
Igbo

A gwara
Amadi
sònyere anyị

Amadi was
invited to
join us

3

Dialectal
Igbo

A gwara
Amadi
sònyelu anyị

Our son -
in - law was
addressed
to Amadi

7

Standard
Igbo

Ọ bụ ebe
ahụ ka ha
na-edobe
ngwaaghā
ha

It is there
that they
are deposit-
ing their
weapons.

3

Dialectal
Igbo

Ọ bụ ebe
ahụ ka ha
na-edobe
ngwọọ̀gụ̣̀ hạ

It is there
that they
are setting
up their
solutions.

7

Table 2: Two examples of the current state-of-the-
art Igbo-English MT model giving wrong transla-
tions of Igbo sentences once a Standard Igbo word
has been substituted with a dialectal variation.

can enhance the proficiency of the existing MT
models in encoding dialectal Igbo sentences.

4.2.1. Experimental Methodology

As we are investigating the ability of MT systems to
understand (and therefore encode) Igbo dialects,
our primary focus lies on the encoding properties
of the MT model. Consequently, our experiment is
exclusively centered on the Igbo-English transla-
tion direction, and we employ only the latest state-
of-the-art MT model for our experiments.

To achieve our experimental goal, we finetune
the model using our repurposed IgboAPI dataset.
Subsequently, we assess the translation quality of
both the finetuned and non-finetuned versions on
our distinct test sets.

Repurposing the IgboAPI dictionary dataset:
From Figure 1, we observe that each Igbo head-
word has its English translation (in the form of an
English definition). We observe the same trend
with the example sentences. We also see that for
each Igbo word, there are a number of dialectal
word variations. Using the Igbo-English words and
sentence examples, we created a parallel Igbo-
English corpora (C1) from the IgboAPI dictionary
dataset. C1 consists of 143,878 parallel sam-
ples: 18,536 parallel samples from the words and
125,342 parallel samples from the example sen-
tences.

In order to augment the corpora with the di-
alectal representations, we systematically created
‘dialectal sentences’ by replacing each headword
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in each example sentence with its corresponding
dialectal word variations. This expansion led to
135,021 dialectal samples which considerably en-
riched the dataset, rendering it representative of
the diverse linguistic nuances present in various
Igbo dialects. Our final dataset, C2, used for our
MT experiments consists of the corpora from C1
as well as the ‘dialectal sentences’. C2 contains a
total of parallel 278,899 samples.

The Train and Test Datasets: For our MT exper-
iment, we created two test sets from C2. The first,
termed UnseenDialectTestSet , consists of
samples from seven chosen dialects (Afiikpo, Izii,
Ezaa, Udi, Ọhụhụ, Ezeagu, and Ogidi). These
dialects were chosen due to their linguistic simi-
larities and the few available samples available in
these dialects. The UnseenDialectTestSet test set,
which contains 39,126 parallel text, is meant to
evaluate the generalization capabilities of the MT
model as these dialects were not seen during fine-
tuning.

The rest of the dataset was randomly split into
training, validation, and test sets (80%:10%:10%
respectively) as is the standard in machine learn-
ing experiments. From this partition, we derived
the StandardTestSet which contains 23,978
parallel text.

Baseline Model: We leveraged the
state-of-the-art, multilingual M2M100
(Fan et al., 2021) translation model,
m2m100_418m_ibo_en_rel_news 4 intro-

duced in Adelani et al. (2022); Fan et al. (2021).
We refer to this model as M2M-IBO-EN in the rest
of the paper.

Training Parameters: The default parameters
from the baseline model were used in fine-tuning
the model, except for the epoch which we set to
5. All the experiments were performed on a single
GPU (NVIDIA V100). The training lasted for about
10 hours and 5 checkpoints were saved for each
epoch.

Evaluation metrics: We measured the transla-
tion quality using BLEU (Papineni et al., 2002) and
TER (Snover et al., 2006) scores. We included
the TER as an extra metric in our evaluation be-
cause it provides a deeper insight into the transla-
tion errors, helping us understand the extent of dis-
crepancies between the machine-generated trans-
lations and the reference translations. The lowest
BLEU score attainable is 0 and the highest is 100,
indicating perfect translation.

4https://huggingface.co/masakhane/
m2m100_418M_ibo_en_rel_news

4.2.2. Result & Discussion:

BLEU
x TER

y
StandardTestSet

M2M-IBO-EN unfine-
tuned

16.87 66.91

M2M-IBO-EN finetuned
on IgboAPI dataset

71.95 26.71

UnseenDialectTestSet

M2M-IBO-EN unfine-
tuned

16.77 67.47

M2M-IBO-EN finetuned
on IgboAPI dataset

67.91 30.17

Table 3: The BLEU (higher is better) and TER
(lower is better) scores of M2M-IBO-EN on our two
test sets: StandardTestSet & UnseenDialectTest-
Set.

Table 3 summarises the results obtained from
our finetuning experiments. In the finetuned ver-
sions, we observe an improvement of +55.08
BLEU points in StandardTestSet and +51.20
BLEU points in UnseenDialectTestSet. This
shows that finetuning on our IgboAPI dictionary
dataset leads to an enhanced ability of the MT
model to comprehend Igbo dialects while translat-
ing. Furthermore, the finetuned model performs
worse in the UnseenDialectTestSet compared to
its performance in the StandardTestSet test set,
indicating the difficulty of generalizing to unseen
dialects. This underscores the challnge of dialec-
tal machine translation and emphasizes the use-
fulness of our dataset to this field.

In order to offer in-depth analysis into how
finetuning on our dataset affects each of the di-
alects, we provide additional illustrations on the
per-dialect BLEU performance for the Standard-
TestSet in Figure 5 and the UnseenDialectTestSet
in Figure 6.

https://huggingface.co/masakhane/m2m100_418M_ibo_en_rel_news
https://huggingface.co/masakhane/m2m100_418M_ibo_en_rel_news
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In both figures, we observe that in each di-
alect, the finetuned M2M-IBO-EN model consis-
tently outperforms the unfinetuned version. The
significant improvement in performance highlights
the efficacy of finetuning on our IgboAPI dictionary
dataset. In cases where there’s a decline in the
scores, such as for ‘Egbema’ and ‘Ụbani’, this can
likely be attributed to the relatively limited training
samples available for them compared to other di-
alects, as indicated in Figure 2.
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Figure 6: Boxplot of BLEU scores for each dialect
in the UnseenDialectTestSet.

Figure 6 shows a boxplot representing the dis-
tribution of BLEU scores across all the translation
samples within the UnseenDialectTestSet test set
for each dialect. A closer examination of the box-
plot reveals that the finetuned model’s boxplots
tend to be higher than those of the unfinetuned
model, indicating a general enhancement in the
BLEU score distribution with finetuning. However,
the substantial spread in the boxplots suggests
that the finetuned model does not perform equally
well for all sentences in the test set: some sam-
ples within the test set exhibit below-average per-

formance.

5. Conclusion

In this paper, we present the IgboAPI dataset, a
multi-purpose and multi-dialectal Igbo-English dic-
tionary dataset, developed with the aim of enhanc-
ing the representation of Igbo dialects. Further-
more, we illustrate the practicality of the IgboAPI
dataset through two distinct studies: one focus-
ing on Igbo semantic lexicon and the other on ma-
chine translation. In the semantic lexicon project,
we successfully established an initial Igbo seman-
tic lexicon for the Igbo semantic tagger by employ-
ing a heuristics-based transfer method from En-
glish definitions that had been semantically tagged
by the PyMUSAS English tagger. In the machine
translation study, we demonstrated that by finetun-
ing existing machine translation systems using the
IgboAPI dataset, we can significantly improve their
ability to encode Igbo sentences with dialectal vari-
ations.
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