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Abstract

Since paraphrasing is an ill-defined task, the term “paraphrasing” covers text transformation tasks with different
characteristics. Consequently, existing paraphrasing studies have applied quite different (explicit and implicit) criteria
as to when a pair of texts is to be considered a paraphrase, all of which amount to postulating a certain level of
semantic or lexical similarity. In this paper, we conduct a literature review and propose a taxonomy to organize the
25 identified paraphrasing (sub-)tasks. Using classifiers trained to identify the tasks that a given paraphrasing instance
fits, we find that the distributions of task-specific instances in the known paraphrase corpora vary substantially. This
means that the use of these corpora, without the respective paraphrase conditions being clearly defined (which is the
normal case), must lead to incomparable and misleading results.

Keywords: textual entailment and paraphrasing, text analytics, semantics

1. Introduction

Even though paraphrasing tasks have been stud-
ied in the field of natural language processing for
decades, there is not one universally agreed “def-
inition” of what exactly characterizes two texts as
paraphrases of each other (Vila et al., 2014). Typi-
cal notions in the literature range from “convey the
same meaning but use different words” (Bhagat
and Hovy, 2013) over “restatements with approx-
imately the same meaning” (Wang et al., 2019)
to “talking about the same situation in a different
way” (Hirst, 2003). Such rather fuzzy and generic
descriptions of the term lead to a multitude of text
transformation tasks that can be subsumed under
the umbrella term of paraphrasing.

Authors from the paraphrasing literature have
previously unmasked related tasks as paraphras-
ing tasks. Zhao et al. (2009) modified their method
for paraphrase generation to solve sentence com-
pression, sentence simplification, and sentence
similarity computation. Text simplification has been
referred to as “paraphrase-oriented” by Cao et al.
(2016). Moreover, Bolshakov and Gelbukh (2004)
list several types of paraphrasing including text
compression, canonization, and simplification.

We propose a novel taxonomy of 25 paraphras-
ing tasks, categorizing them into two groups: gen-
erating semantically equivalent or semantically
similar paraphrases of a text. This taxonomy could
pave the way for general-purpose paraphrase cor-
pora to be used in the context of paraphrasing
subtasks for which there is insufficient ground truth.
Also, the taxonomy may facilitate the development
of controlled paraphrase generation methods as
solutions to various subtasks of paraphrasing.

The contributions of this work are threefold. First,
we give a comprehensive overview of related work
in the context of paraphrasing with respect to sub-

tasks. Second, we introduce the taxonomy of
paraphrasing tasks, along with their rationale and
possible applications. Finally, we examine task-
specific paraphrases and compute the distributions
of task-specific paraphrases in general-purpose
paraphrase corpora.’ As a result, we observe that
the distribution of task-specific paraphrases varies
substantially across multiple general-purpose para-
phrase corpora.

2. Related Work

We examine related work in terms of definitions,
generation, and corpora of paraphrases to provide
the basis for the paraphrasing task taxonomy.

2.1.

There is yet no universally accepted definition of
paraphrases (Vila et al., 2014). A common defini-
tion is that paraphrases are texts that convey the
same meaning but use a different wording.
According to Bhagat and Hovy (2013), para-
phrases are not always strictly semantically equiv-
alent. In line with this hypothesis are the following
definitions from the literature, which define para-
phrases as sentences that have approximately the
same (Wang et al., 2019) or a similar meaning
(Sun and Zhou, 2012). Other works character-
ize paraphrases even less strictly, for example as
sentences appearing in a similar context (Barzilay
and McKeown, 2001). Hirst (2003) said that to
paraphrase is to speak differently about the same
situation. According to Murata and Isahara (2001),
paraphrasing comprises transforming sentences
from difficult to simple or from poor to polished.

Paraphrase Definition

'Code and data is available in the following repository:
github.com/webis-de/LREC-COLING-24
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Previous works have been exclusively devoted
to the question of what exactly a paraphrase is (Al-
Ghidani and Fahmy, 2018; Bhagat and Hovy, 2013;
Vila et al., 2014). As a result, these works usu-
ally present typologies that classify paraphrases in
terms of various linguistic properties.

2.2. Paraphrase Typology

Paraphrases have been considered from a lex-
ical and structural perspective, i.e., in terms of
changes at the word level and syntactic level, re-
spectively (Bhagat, 2009; Fujita, 2005). To exam-
ine these changes, paraphrase types have been
distinguished according to changes at the sur-
face level and semantic level (Dutrey et al., 2011).
A finer classification of textual changes between
original and paraphrased text are four classes
of textual changes, namely morpholexicon-based,
structure-based, semantics-based, and miscella-
neous changes with several subtypes in each of
these classes (Vila et al., 2014). Dras (1999) classi-
fied paraphrases by their effects (e.g., loss of mean-
ing) and introduced a typology comprising change
of perspective, change of emphasis, change of
relation, deletion, and clause movement.

2.3. Paraphrase Generation

Approaches to paraphrase generation have been
primarely developed without a specific task in mind,
early works with rule-based approaches (Barzilay
and Lee, 2003), later with statistical machine trans-
lation (Wubben et al., 2010; Sun and Zhou, 2012)
and recently with (deep) neural models (Prakash
et al., 2016; Gupta et al., 2018; Li et al., 2018;
Egonmwan and Chali, 2019; Qiu et al., 2023; Qian
et al., 2019) as highlighted in comprehensive sur-
veys (Zhou and Bhat, 2021). These “general-
purpose” paraphrasing models are motivated by
being beneficial for various downstream tasks for
which their system is rarely tested.

Some paraphrasing models have control mech-
anismes to affect syntax (Goyal and Durrett, 2020;
Kumar et al., 2020) or lexical novelty (Chowdhury
et al., 2022). This is a step towards task-oriented
paraphrasing. However, there is a gap between
controllable features and task requirements.

A few paraphrase models have been evaluated
in the domain of a subtask of paraphrasing. Mu-
rata and Isahara (2001) have evaluated their para-
phrasing model for question answering, sentence
compression, and sentence polishing. Similarly,
Zhao et al. (2009) have evaluated their system for
sentence compression, simplification, and similar-
ity computation. Bolshakov and Gelbukh (2004)
have experimented with paraphrase generation in
the area of text compression, canonicalization, and
simplification. Cao et al. (2016) have analyzed

their generated paraphrases in the context of text
simplification and summarization.

Paraphrase generation models have been cre-
ated in dedication to a specific subtask of para-
phrasing including adversarial example genera-
tion (lyyer et al., 2018), the algebraic word prob-
lem (Gupta et al., 2023), automatic evaluation
(Kauchak and Barzilay, 2006), data augmentation
(Lu and Lam, 2023), information disguise (Agar-
wal et al., 2023), plagiarsm detection (Wahle et al.,
2022b) and question answering (McKeown, 1983).

2.4. Paraphrase Corpora

Similar to paraphrase generation, most paraphrase
corpora have been created as “general-purpose”
paraphrase collections. Of these, one commonly
used dataset is the Microsoft Research Paraphrase
Corpus (MSRPC), which contains 5,801 manually
annotated sentence pairs from parallel corpora.
A larger instance is the ParaNMT-50M dataset
(Wieting and Gimpel, 2018) with 50 million sen-
tence pairs obtained by machine translation. Even
larger is the Paraphrase Database (PPDB) (Gan-
itkevitch et al., 2013; Ganitkevitch and Callison-
Burch, 2014; Pavlick et al., 2015), which contains
more than 100 million paraphrase pairs in 23 dif-
ferent languages from parallel corpora. TaPaCo
(Scherrer, 2020), also multilingual, is a paraphrase
dataset with nearly 2 million sentence pairs in 73
languages, also collected from parallel corpora.

A popular method for paraphrase dataset cre-
ation is pivoting (i.e., using a pivot medium to iden-
tify semantically equivalent texts) which has been
used for the creation of the Twitter URL dataset
(Lan et al., 2017) and the Wikipedia-IPC dataset
(Gohsen et al., 2023). The former has been cre-
ated by linking tweeds that contain the same url
which cumulated to around 50,000 paraphrase
pairs. The latter linked divergent image captions
of the same image on Wikipedia which resulted in
close to a million paraphrase pairs.

Unlike the aforementioned corpora, some para-
phrase datasets have been created for a specific
subtask of paraphrasing. One of these subtasks
is plagiarism detection, for which the P4P corpus
(Barron-Cedeno et al., 2013) has been created,
based on the PAN-CPC-10 dataset (Potthast et al.,
2010). Another example is the MPC corpus (Wahle
et al., 2022a), which has been compiled from arXiv
publications, dissertations, and Wikipedia articles.

A common task for which paraphrase corpora
have been created is the identification of ques-
tion duplicates in online forums. The most famous
example is Quora Question Pairs (Quora, 2017),
which contains about 400,000 potential question
duplicates. In addition, Fader et al. (2013) pub-
lished a paraphrase dataset for this task with 18 mil-
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lion paraphrase pairs collected by WikiAnswers?.

3. Paraphrasing Task Taxonomy

In this section, we disentangle paraphrasing tasks
and construct a taxonomy that categorizes them
as either generating semantically equivalent or sim-
ilar paraphrases. The taxonomy of paraphrasing
tasks has been created based on a comprehensive
systematic literature review. A task is considered
paraphrasing if (1) it is explicitly linked to paraphras-
ing by the authors or (2) its definition represents a
specialization of the paraphrasing definition.

3.1. Semantically Equivalent Paraphrasing

Semantically equivalent paraphrasing means to
rewrite a text using different words so that it has
exactly the same meaning as the original text.
Figure 1 provides an overview of all semantically
equivalent paraphrasing tasks.

Copy Editing Copy editing is the task of rewriting
text to “remove any obstacles between the reader
and what the author wants to convey” (Butcher,
1975). These “obstacles” include spelling and
grammar mistakes, repetition, ambiguity, factual er-
rors and misleading information. Edits to overcome
these obstacles that preserve the meaning of the
original text are called paraphrases (Faigley and
Witte, 1981; Daxenberger and Gurevych, 2012;
Yang et al., 2021). According to a taxonomy of ed-
its (Faigley and Witte, 1981), grammar and spelling
corrections are no paraphrasing tasks, even though
they are meaning-preserving.

Improvement of Coherence Text coherence can
be defined as “continuity of senses” (De Beau-
grande and Dressler, 1981), meaning that a reader
can easily move across sentences and reads a
paragraph as an integrated whole. A text with im-
proved coherence should convey the same infor-
mation than the original. For example, the following
pair of texts from Ainsworth and Burcham (2007)
shows a less coherent original and a more coher-
ent paraphrase.

O: In the lungs, carbon dioxide leaves the circu-
lating blood and oxygen enters it.

P: In the lungs, carbon dioxide that has been col-
lected from cells as blood has passed around
the body, leaves the circulating blood and oxy-
gen enters it.

2http://wiki.answers.com/

Text Simplification In text simplification, the
goal is to rewrite the text using simpler grammar
and words while preserving meaning. Preserving
meaning makes text simplification a paraphrasing
task with the added constraint of improving the
readability of the original text. The following text
pair is an example from the ASSET text simplifica-
tion dataset (Alva-Manchego et al., 2020) for an
original text and its simplified paraphrase.

O: He settled in London, devoting himself chiefly
to practical teaching.

P: He lived in London. He was a teacher.

Text simplification has been approached as a para-
phrasing problem in the literature (Cao et al., 2016;
Xu et al., 2016; Zhao et al., 2009). Moreover, para-
phrase corpora or generation approaches form the
basis for many text simplification methods (Mad-
dela et al., 2021; Yimam and Biemann, 2018).

Sentence Compression and Expansion Sen-
tence compression is about creating a “shorter
paraphrase of a sentence” (Filippova et al., 2015).
The meaning of the original sentence should be
preserved. Creating a concise text that has approx-
imately the same meaning as the original text is
paraphrasing (Murata and Isahara, 2001). Below is
an example of an original text and its compression
from the work of Cohn and Lapata (2008).

O: The future of the nation is in your hands.
P: The nation’s future is in your hands.

Vice versa, sentence expansion means paraphras-
ing a short sentence and expanding it in a creative
way (Safovich and Azaria, 2020).

Data Augmentation Data augmentation means
generating synthetic labeled data through class
label-preserving transformations (Kumar et al.,
2019). In the context of tasks that require semantic
equivalence (e.g., machine translation), generated
examples retain the meaning of the original.

Augmenting training or test data with paraphras-
ing has been shown to be useful for dialog systems
(Coca et al., 2023; Gao et al., 2020), machine
translation (Callison-Burch et al., 2006; Kauchak
and Barzilay, 2006; Madnani et al., 2007, 2008;
Owczarzak et al., 2006), question answering (Dong
et al.,, 2017; Fader et al., 2013, 2014), reading com-
prehension (Yu et al., 2018), summarization (Rush
et al., 2015), and text classification (Zhang et al.,
2016; Wang and Yang, 2015).

Adversarial Example Generation Adversarial
examples are label-preserving modifications of
texts, for which the model prediction changes
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Semantically equivalent paraphrasing
Paraphrase generation task |

Copy editing Data augmentation

Improvement of coherence |— Adversarial example generation
Text simplification
Sentence compression

Sentence expansion

Linguistic steganography Style adjustment

|: Acrostification Author obfuscation
Natural language watermarking Plagiarizing

Style transfer

Figure 1: Taxonomy of paraphrase generation tasks which require generated paraphrases to be semanti-

cally equivalent to the original text.

(Szegedy et al., 2014). Adversarial example gen-
eration for text classification tasks has been done
with paraphrase generation by lyyer et al. (2018),
who created adversarial examples for sentiment
classification and textual entailment detection. Be-
low is an adversarial example for sentiment classi-
fication, where the original text is correctly labeled
with a negative sentiment, but the paraphrased text
is incorrectly classified with a positive sentiment.

O: There is no pleasure in watching a child suffer.
— negative sentiment

P: In watching the child suffer, there is no plea-
sure. — positive sentiment

Linguistic Steganography The task of hiding
a message in a cover signal in a way that an
eavesdropper does not realize that a communi-
cation takes place is called steganography (Ziegler
et al., 2019). Linguistic steganography uses tex-
tual cover signals and has been implemented with
paraphrase generation (Chang and Clark, 2010).
Wilson et al. (2014) specify that the required text
transformation is equivalent to paraphrasing.

Acrostification An acrostic is a message in a
text that can be decoded by concatenating the
initial letters of each line. Acrostification is the task
of rewriting a text such that it contains an acrostic,
which was modeled by Stein et al. (2014) as a
paraphrasing task. The following original text is
rewritten to contain the acrostic “HOPE”.

O: To achieve your dreams, stay optimistic and
persistent despite doubts. Embrace high ex-
pectations and let your light shine.

P: Hold onto your dream while mindful of time
Optimism required, let your light shine
Persistence prevails, while it may cast doubt
Expectation desired is what it's about.

Natural Language Watermarking A watermark
in natural language is a hidden pattern in a text

that is imperceptible to humans and makes it possi-
ble to identify the original author. The proof of the
presence of a watermark is evidence that the text
was written by the author who inserted the water-
mark. Topkara et al. (2005) say that paraphrasing
is directly related to natural language watermark-
ing, since it involves the modification of parameters
such as length, readability or style but is intended
to preserve meaning.

Style Adjustment Each text conveys characteris-
tics of an author and is adjusted to a particular time,
place and scenario (Jin et al., 2022). These char-
acteristics are called style and are distinct from the
semantic content. Style includes emotion, humor,
politeness, formality, and code-switching (Xu et al.,
2021). The style adjustment task aims to modify a
text and control these attributes while preserving
the meaning, which makes it a paraphrasing task.

Author Obfuscation The task of author obfusca-
tion is to paraphrase a text such that the original
author of that text can no longer be verified. In
order to obfuscate the author, the stylistic features
of the original text needs to be changed.

In the following, we give an example of the author
obfuscation approach of Bevendorff et al. (2020).
This example is an excerpt from “Victory” by Lester
del Rey, in which the author of the original text has
been obfuscated.

O: Three billion people watching the home fleet
take off, knowing the skies were open for all
the hell that a savage enemy could send!

P: Three billion people watching the home fleet
take off, deciding the skies were resort for all
the mischief that a savage enemy could send!

Plagiarizing Plagiarism is the reuse of another
person’s ideas, results, or words without crediting
the original author (Anderson and Steneck, 2011).
Paraphrasing is the underlying mechanism for pla-
giarizing text (Barron-Cedenio et al., 2013).
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Below is an example from the P4P corpus (Pot-
thast et al., 2010) for an original text and its plagia-
rized counterpart.

O: “What a darling” she said; “I must give her
something very nice”

P: “Oh isn’t she sweet!” she said, thinking that
she should present with some kind of special
gift.

Style Transfer Text style transfer is defined as
changing the style of a given text without altering
its semantics, which implies that style transfer is a
paraphrasing task (Krishna et al., 2020).

The following text pairs represent an original text
in the style of a tweet transferred to the style of
Shakespear produced by the STRAP style transfer
system (Krishna et al., 2020).

O: Yall kissing before marriage?
P: And you kiss'd before your nuptial?

3.2. Semantically Similar Paraphrasing

Paraphrases are not strictly semantically equiva-
lent (Bhagat and Hovy, 2013), meaning that sub-
tle semantic changes to a text preserve the para-
phrase relation. We refer to these tasks as seman-
tically similar paraphrasing. Figure 2 provides an
overview of tasks from this category.

Context Change The background of a composi-
tion and the parts that precede and follow a given
text are called context (Ben-Amos, 1993). The
paraphrasing task of context change is to rewrite
a text to fit a newly given context while retaining
most of its meaning.

Image Recaptioning Image recaptioning is the
process of assigning a caption to an already cap-
tioned image to fit it into a new desired context.
Gohsen et al. (2023) have analyzed several cap-
tions for an image and found that they are of-
ten paraphrases of each other. The popularity of
MSCOCO (Lin et al., 2015) (i.e., a dataset with
multiple captions per image) as a training or test
set for paraphrases suggests that reformulating a
caption is a paraphrase generation task.

The following example is a caption pair from the
Wikipedia-IPC dataset (Gohsen et al., 2023) that
represents paraphrases.

O: Twelfth century illustration of a man digging.
P: An English serf at work digging, circa 1170.
Because of the changing context in which the im-

age was used (i.e., images from the Wikipedia
articles on digging and on English agriculture in

the Middle Ages), we can detect slight semantic
changes. For example, from the paraphrase we
learn that the digging man in the image is an En-
glish serf, which is not implied in the original.

Positive Reframing Positive reframing is a sub-
task of sentiment transfer. Sentiment transfer aims
to rewrite a text in such a way that the original
negative sentiment is transformed into a positive
sentiment or vice versa. In contrast to sentiment
transfer, a positively reframed text implies the orig-
inal intention by taking a complementary positive
point of view (Ziems et al., 2022). An example from
the above work is used to illustrate this task.

O: This was a bland dish.

P: I've made dishes that are much tastier than
this one.

The paraphrased text still conveys the original in-
tent, but shifts the emphasis to a positive, self-
affirming perspective. Because it closely follows
the original, this can be considered a paraphrase.

Text Localization Localization is the adaptation
of a text to a different audience, which include
groups from different regions, cultures, or ages.

O: The price for a pound of rice is around one
dollar.

P: The price for half a kilo of rice is around one
euro and 50 cents.

The above example can be interpreted as para-
phrasing the original for a European audience.
Since a pound is not exactly half a kilo and the
prices are adapted to the respective region, these
texts are not exactly semantically equivalent, but
similar enough to be considered paraphrases.

Conversational Interaction Paraphrasing is a
natural part of human dialogue. Aspects of human
communication that are paraphrasing tasks are
repetition of arguments, dodging questions, use of
Rogerian rhetoric, and utterances clarification.

Argument Repetition In argumentum ad nau-
seam, it is assumed that an argument becomes
more convincing if it is repeated over and over (Gi-
labert et al., 2013). Although this belief is a logical
fallacy, it is still applied in human discourse. Restat-
ing the same argument (or claim) is a paraphrasing
task. However, the same argument can be applied
in different contexts and therefore lead to slight
changes in semantics. The following example il-
lustrates a repeated claim presented in a single
discourse about movies, which are paraphrases.

O: The movie “Die Hard” deserves an Oscatr.
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Paraphrase generation task |
Semantically similar paraphrasing

Context change Conversational interaction

Textual entailment

Information disguise Query suggestion

generation

Image recaptioning Argument repetition

Positive reframing Question dodging
Text localization Rogerian rhetoric application

Utterance clarification

Figure 2: Taxonomy of paraphrase generation tasks which allow generated paraphrases to be semantically
similar and not necessarily identical to the original text.

P: Other films have potential, but they do not
deserve an Oscar like “Die Hard” does.

Question Dodging Question dodging is to use
rhetorical devices to avoid answering a question
while giving the unaware questioner a sense of
satisfaction. Bull (2003) has identified six tech-
nigues to accomplish this and one of which is to
acknowledge a question without answering it. Ac-
knowledgement can be achieved by rephrasing the
question. In the following example, the original
question is dodged by paraphrasing the question.

O: How will you address the problems caused by
climate change?

P: It is important to take action to address prob-
lems caused by climate change.

Due to the transition from question to statement,
strict semantic equivalence is never achieved.
However, the main message is preserverd such
that we consider this task a paraphrasing task.

Application of Rogerian Rhetoric In Rogerian
rhetoric, as opposed to taking one’s own position to
argue against another’s position, another’s position
is paraphrased to emphasize the strong points in
the argument (Young et al., 1970).

For the following example, imagine that the origi-
nal text is an argument of the opposition and the
author of the paraphrase shows that he or she
respects the position by emphasizing the strong
points of the argument.

O: Gun control laws is not the best solution.
Agreeing that pursuing responsible gun own-
ership is a step in the right direction so that
we reduce the number of accidents.

P: Many people would agree that a key element
to gun ownership is dependent upon being a
responsible owner.

Utterance Clarification
in human dialogue have several causes.

Clarification requests
One

of them is clarification of acoustic understanding
(Schlangen, 2004). In this case, a speaker para-
phrases what he or she has previously said to
facilitate the interlocutor’s understanding. In the fol-
lowing example, we have the original utterance, an
interjection from someone asking for clarification,
and the utterance clarification, which is a para-
phrase of the original utterance.

O: Mom said that she will pick us up at 5pm.
R: What did you say?
P: [ said that Mom will get us at 5pm.

Textual Entailment Generation Textual entail-
ment is a relationship between two texts in which
one text implies the other (Korman et al., 2018).
Paraphrasing can be considered as bidirectional
entailment and its methods are often similar (An-
droutsopoulos and Malakasiotis, 2010). Therefore,
we argue that the generation of a text which is
entailed in an original is a paraphrasing task.

Information Disguise Information disguise is the
task of rewriting texts such that the origin of the
original cannot be determined, even with a search
engine. Agarwal et al. (2023) present this task in
the context of social media posts about sensitive
topics (e.g., mental health, drug use) that should
be made public, and present their paraphrasing
method for solving this problem.

Query Suggestion and Expansion The goal
of query suggestion is to generate similar search
queries for an input query to a search engine. The
proposed search queries should retain the original
search intent (Sordoni et al., 2015), which can be
roughly equated with similar meaning. For exam-
ple, when the following original query is entered
into Google, a paraphrased query is suggested.

O: why do we yawn

P: why do we yawn so much
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4. Rationale of the Task Taxonomy

Recent paraphrasing models have shown that
they can effectively control syntax (Goyal and Dur-
rett, 2020; Kumar et al., 2020) or lexical diversity
(Chowdhury et al., 2022) of generated paraphrases.
Incorporating the paraphrasing task taxonomy (and
the constraints that come with the paraphrasing
subtasks) to build a controllable model to effec-
tively generate paraphrases for each task-domain
could be an important application.

Using all the acquired knowledge about para-
phrase generation may help to solve less studied
or more difficult subtasks. For example, positive re-
framing has been recently introduced (Ziems et al.,
2022) and lacks sufficient training and test data.

The taxonomy of paraphrase tasks may en-
courage researchers to use general-purpose para-
phrase datasets as a starting point for training or
evaluating paraphrase subtasks for which suffi-
ciently large datasets are not available. For ex-
ample, text style transfer is a broad problem con-
sidering all possible styles into which a text can
be transferred. However, there are few publicly
available resources. Deriving styles from general-
purpose paraphrase datasets and using them as
a style transfer dataset would solve this problem,
and consequently could improve the effectiveness
of automatic approaches.

5. Paraphrase Task Classification

Paraphrase corpora are usually treated as a ho-
mogenous body of paraphrases in the literature.
However, indicated by the number of tasks in the
taxonomy, paraphrases are rather heterogenous
and the concept of a paraphrase too broad. To
investigate how dissimilar paraphrase pairs from
different corpora actually are, we conduct a blind
test with a human annotator to assign the asso-
ciated paraphrase subtasks to task-specific para-
phrase examples. Then, we automatically classify
the associated tasks to examine the distributions
of task-specific paraphrases in general-purpose
paraphrase datasets.

5.1.

From the paraphrasing task taxonomy, we select
five subtasks for which sufficiently large training
and test datasets are available: text simplification,
sentence compression, style transfer, image re-
captioning, and textual entailment (three semanti-
cally equivalent and two semantically similar para-
phrasing tasks). For each task, we employ two
datasets to ensure some topical diversity to reduce
detectability based on content.

In terms of text simplification, we use the Turk-
Corpus (Xu et al., 2016) and the WikiLarge dataset

Task-Specific Paraphrase Datasets

(Zhang and Lapata, 2017). The TurkCorpus con-
tains 2,350 texts with eight simplifications each
collected through crowdsourcing. The WikiLarge
dataset is an aggregation of Wikipedia-based text
simplification corpora with 296,402 sentence pairs.

For sentence compression, we use Google’s
compression datataset (Filippova and Altun, 2013)
and Microsoft’s abstractive compression dataset
(Toutanova et al., 2016). They contain 250,000
sentence pairs from news headlines and about
26,000 pairs from the OANC?, respectively.

Regarding style transfer, we employ ParaDetox
(Logacheva et al., 2022) and a Bible style tansfer
dataset (Carlson et al., 2018). The former is a
dataset of more than 10,000 pairs of toxic and non-
toxic texts from social media posts. The second
dataset contains 1.7 million sentence pairs with 34
different styles from individual Bible versions.

For the image recaptioning task, we use the
popular MSCOCO (Lin et al., 2015) and the VizWiz
dataset (Gurari et al., 2020). Both datasets contain
multiple crowdsourced captions per image (about
1.5 million and 200,000 captions, respectively).

Since some popular textual entailment datasets
originate from image captions (e.g., SNLI (Bowman
et al., 2015)), we have to use datasets that do not
interfere with the other tasks. One of which is Sci-
Tail (Khot et al., 2018), a crowdsourced entailment
dataset with 27,000 examples. The second dataset
is HELP (Yanaka et al., 2019) containing 36,000
automatically generated inference examples based
on the Parallel Meaning Bank (Abzianidze et al.,
2017). From the textual entailment datasets we
only draw examples explicitly labeled as entailed
since other examples are not paraphrases.

5.2. Manual Task Annotation

To investigate whether a human can distinguish be-
tween task-specific paraphrase pairs, we conduct
a manual annotation study. For that, we employ
an expert annotator with over three years of ex-
perience in the field of NLP. To prepare for the
annotation process, the annotator studies common
definitions of all five considered paraphrasing sub-
tasks. Given a pair of paraphrases, the annotator
decides to which of the five considered paraphras-
ing tasks the text pair fits best. If a decision cannot
be made, the annotator may assign “unknown”.
The target of the annotation study is a total of
500 paraphrase pairs (100 examples per para-
phrase subtask). Several measures are taken to
mitigate bias, including (1) randomizing the order
of presented paraphrases, (2) randomly selecting
the same number of paraphrase pairs from each
dataset per task, (3) selecting paraphrases uni-
formly by length, and (4) establishing a common

3https ://anc.org/data/oanc/
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Figure 3: Confusion matrix of manually annotated
tasks and the actual tasks of paraphrases from
task-specific corpora.

range of paraphrase lengths for all examples, rang-
ing from 100 to 180 total characters.

Figure 3 shows the confusion matrix of the an-
notated and the actual task of the 500 paraphrase
pairs from task-specific corpora. Due to their de-
scriptive and visual nature, caption pairs have been
correctly identified in 100% of the cases. It is simi-
larly easy to identify whether text pairs have differ-
ent text styles (94% accuracy).

Distinguishing between sentence compression,
simplification, and entailment examples proves to
be a harder task. Examples from all three of these
tasks share common signals. For example, the
length delta between the texts of a paraphrase pair
is a signaling indicator of compressed, entailed,
and sometimes simplified sentences. Neverthe-
less, the annotator assigned at least 50% of exam-
ples correctly to these three tasks.

The majority of paraphrases for which the an-
notator has chosen “unknown” originate from cor-
pus artifacts. For example, some text pairs do not
share the same meaning at all due to misaligned
sentences in the WikiLarge dataset. In these cases
it is impossible to assign the corresponding task.

The overall good accuracy with which a human
can distinguish between paraphrases from different
subtasks shows that the diversity of paraphrases
is rather obvious and presumably observable in
general-purpose paraphrase datasets, too. If this
hypothesis is true, paraphrase evaluation and iden-
tification should account for this diversity. To test
this, we develop a method to automatically assign
one of these five paraphrase subtasks to text pairs.

5.3. Automatic Task Classification

We hypothesize that the distributions of task-
specific paraphrases differ substantially across dif-
ferent general-purpose paraphrase datasets. To
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Figure 4: Confusion matrix of the automatically
predicted paraphrasing tasks and the actual tasks
of paraphrases from task-specific corpora in the
sampled test-set.

test this hypothesis, we develop an automatic clas-
sifier that assigns paraphrasing tasks to a pair of
texts. To enable the classifier to generalize beyond
datasets within the trainig data, we focus on dis-
criminative features that are topic-independent and
operate mostly at the lexical or syntactic level.

Task Classifier To build a paraphrasing task clas-
sifier, we rely on feature engineering. As found
in the annotation study, the sentence compres-
sion, simplification, and textual entailment exam-
ples stand out due to their length delta. Therefore,
we use the compression ratio (i.e., the ratio be-
tween the length of the shorter and longer text) as a
feature. To quantify surface-level similarity, we use
ROUGE?1 (Lin, 2004) and BLEU (Papineni et al.,
2002). For semantic similarity, which is crucial to
distinguish task instances of semantically similar
and equivalent tasks, we use the cosine similar-
ity of Sentence-BERT embeddings (Reimers and
Gurevych, 2019). Finally, we append the vector-
ized relative frequencies of POS tag n-grams (up
to 4-grams) to the feature vector to represent the
syntactical structure of the paraphrases.

We randomly sample 50,000 task-specific para-
phrases (10,000 per task) and divide them into
a training and a test set, maintaining a 80:20 ra-
tio, and ensuring an even distribution of tasks. In
previous experiments, we have found that a Ran-
dom Forest classifier performed best on our data
but also has the problem of overfitting on our data
which we reduce by limitting the depth of each deci-
sion tree to 15. The effectiveness of our multi-class
classifier is evaluated in a 5-fold cross-validation.
The classifier achieves a micro-averaged F1 of
0.82 in the cross-validation and an F1 of 0.81 with
respect to the original train-test split.

Figure 4 presents a confusion matrix of the au-
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Paraphrase Image Sentence Sentence Style Textual Total
Dataset Recaptioning Compression Simplification Transfer Entailment ota
MSRPC 6.7% 390 32.0% 1,858 38.6% 2241 11.4% 653 11.4% 659 5,801
PAWS 5.2% 3,367 24.7% 16,194 62.7% 41,004 3.7% 2,442 3.6% 2,394 65,401
TaPaCo 1.8% 4,140 8.4% 18,949 1.0% 2,141 76.8% 172,718 12.0% 26,877 | 224,825
Wikipedia-IPCgjlyer 16.3% 37,489 62.0% 142,492 19.8% 45,535 0.2% 427 1.7% 3,934 | 229,877
Total 8.6% 45386 34.1% 179,493 17.3% 90,921 33.5% 176,240 6.4% 33,864 ‘ 525,904

Table 1: Frequencies of predicted task-specific paraphrases in general-purpose paraphrase corpora.

tomatically predicted paraphrasing tasks by our
classifier and the actual underlying task from our
sampled test data. This matrix reveals similar char-
acteristics between the human annotator and the
trained classifier. Both the human annotator and
the classifier reliably identify image captions and
confuse sentence compression, simplification and
textual entailment examples. In contrast to the hu-
man annotator, the classifier have had problems
to spot style transfer examples. According to Fig-
ure 3 and Figure 4, the human annotator detects
style transfer with an accuracy of 94% while the
classifier only reaches an accuracy of about 85%.

Paraphrase Corpora Analytics We use the cre-
ated classifier to assign tasks to paraphrase pairs
from general-purpose paraphrase corpora includ-
ing the MSRPC dataset (Dolan and Brockett, 2005),
TaPaCo (Scherrer, 2020), PAWS (Zhang et al.,
2019) and the Wikipedia-IPC dataset (Gohsen
et al., 2023) to investigate their task bias.

In Table 1 we present relative frequencies of
paraphrase pairs that have been predicted to fit
to the specific paraphrasing tasks. We can see
that all the analyzed corpora are biased towards
a different subtask. PAWS is highly skewed to-
wards sentence simplification, TaPaCo towards
style transfer, and the Wikipedia-IPC dataset to-
wards sentence compression. Wikipedia-IPC is a
paraphrase dataset compiled from image captions
for which it is surprising that the identified portion
of image captions is rather low. However, the aver-
age compression ratio in the Wikipedia-IPC is 0.7
while for the TaPaCo dataset it is 0.82 which could
be an explanation for these findings. The MSRPC
dataset is the most heterogenous dataset out of all
with a slight bias towards sentence compression
and sentence simplification. The least represented
task in all datasets is textual entailment.

These results imply that paraphrases from differ-
ent corpora are highly diverse and should not be
considered as a homogenous pool of paraphrases
for evaluating paraphrase generation. Evaluating
different paraphrase generation systems on differ-
ent corpora may lead to incomparable results.

6. Conclusion

Based on an extensive literature review, we pro-
posed a novel taxonomy of paraphrasing tasks
to support future research on task-oriented para-
phrase generation. Our task classification re-
sults show that substantial biases towards different
paraphrasing tasks exist among general-purpose
paraphrase datasets. Therefore, treating different
general-purpose paraphrase datasets as a homo-
geneous set for evaluation leads to incomparable
results in paraphrase system evaluations.

In the future, we plan to dive deeper and investi-
gate paraphrase systems on task-specific biases.
To investigate the generalizability of the task clas-
sifier, we will evaluate its performance on unseen
task-specific paraphrase corpora and test its cor-
relation with paraphrase recognition systems for
different subtasks. Since we have seen that para-
phrases can belong to multiple tasks, we will ex-
tend the approach to a multi-label approach.

7. Limitations

The generalizability of the task classifier to unseen
corpora is only sparsely evaluated. The obser-
vation that a low number of image captions have
been identified in the Wikipedia-IPC dataset (i.e., a
paraphrase dataset composed of captions) raises
concerns about generalizability. However, even if
the generalizability is poor, the finding that para-
phrases from different datasets vary considerably
still holds. A manual annotation process of para-
phrases from general-purpose datasets could be
helpful to confirm our findings and to ensure the
reliability of our classifier.

The classifier does not assign multiple tasks to
a pair of paraphrases. The annotation study has
shown that paraphrasing tasks are not always dis-
tinct. Retraining the task classifier in a multi-label
fashion might shed some light on the common-
alities between the different subtasks. However,
obtaining multi-labeled training examples for para-
phrasing tasks is substantially harder.
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