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Abstract
Stance detection is a fundamental task in Natural Language Processing (NLP). It is challenging due to diverse
expressions and topics related to the targets from multiple domains. Recently, prompt-tuning has been introduced to
convert the original task into a cloze-style prediction task, achieving impressive results. Many prompt-tuning-based
methods focus on one or two classic scenarios with concrete external knowledge enhancement. However, when
facing intricate information in multi-domain stance detection, these methods cannot be adaptive to multi-domain
semantics. In this paper, we propose a novel target-adaptive consistency enhanced prompt-tuning method (TCP)
for stance detection with multiple domains. TCP incorporates target knowledge and prior knowledge to construct
target-adaptive verbalizers for diverse domains and employs pilot experiments distillation to enhance the consistency
between verbalizers and model training. Specifically, to capture the knowledge from multiple domains, TCP uses a
target-adaptive candidate mining strategy to obtain the domain-related candidates. Then, TCP refines them with
prior attributes to ensure prediction consistency. The Pre-trained Language Models (PLMs) in prompt-tuning are
with large-scale parameters, while only changing the verbalizer without corresponding tuning has a limited impact
on the training process. Target-aware pilot experiments are conducted to enhance the consistency between the
verbalizer and training by distilling the target-adaptive knowledge into prompt-tuning. Extensive experiments and
ablation studies demonstrate that TCP outperforms the state-of-the-art methods on nine stance detection datasets
from multiple domains.
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1. Introduction

Stance detection is a text classification task that
is becoming increasingly complex and diverse, as
it involves identifying users’ viewpoints on various
topics, including support, opposition, or neutrality.
This task requires two inputs, a target, and a com-
ment, to identify the author’s stance on the target.
With the development of social networks, the di-
versity and complexity of the task have increased
dramatically, making it multi-domain. In debates,
the target could be topic-based or concept-related,
while ideological or event-oriented in Twitter.

Multi-domain stance detection is a challenging
task that requires the model to infer stances across
multiple domains. Some methods are proposed
to incorporate knowledge into models. Arakelyan
et al. (2023) explored the basis of per-topic and
inter-topic between different domains to select the
balanced samples. Schiller et al. (2021) proposed
that employing multiple datasets for the training is
more feasible and stable. Hu et al. (2022) proposed
that the knowledge between diverse targets can
be inexhaustible. They incorporated the external
commonsense knowledge into the task. However,
introducing the auxiliary knowledge into training is
inflexible for the emerging domain information. Re-
cently, prompt-tuning has been proposed to trans-
form downstream tasks into a cloze-style format,
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similar to pre-trained tasks.
However, prompt-tuning often fails to adequately

incorporate domain knowledge in stance detection
(Jiang et al., 2022). The prompt and verbalizer
cannot make the model suitable for multi-domain
information. The prompt is used to formalize the
input information, and the verbalizer is employed
to map the prediction to the label. The prompts are
not stable for the various datasets. The original way
is to employ several prompts to obtain the average
results. In addition, a single mapping verbalizer
maps the predictions on limited information. For
instance, with stances "Favor" and "Against", we
wrap the comment "Nuclear is the best way to gener-
ate electricity" and the topic "Nuclear" as {"Nuclear
is the best way to generate electricity."? || "[MASK]
Nuclear"}. The verbalizer {favor}−→Favor indicates
that only predicting [MASK] as "favor" is correct.
However, the positive words "yes" and "great" and
domain-related words "clean" and "effective" are
also informative. Therefore, extending the verbal-
izer with multi-domain information is a feasible way
to enhance prompt-tuning. Diverse attributes are
employed to construct a verbalizer, such as external
knowledge bases (KBS) (Hu et al., 2022), proto-
typical information (Cui et al., 2022) and relation
information (Li et al., 2022). Most of the implemen-
tation of prompt-tuning for stance detection remains
dealing with some concrete domains. Due to the
concrete knowledge bases and attributes, the ex-
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tended verbalizer cannot map the domain words to
labels when facing diverse domain corpora, e.g., fo-
rum debate, fact check, and Wikipedia debate. The
knowledge within the verbalizer can be inconsistent
with the training process.

In this study, we introduce a novel method named
Target-Adaptive Consistency enhanced Prompt-
tuning (TCP) for multi-domain stance detection.
Our method aims to construct a target-adaptive ver-
balizer with knowledge consistency distillation to
incorporate domain knowledge into prompt-tuning.
The verbalizer is a key module that maps the predic-
tion words to the labels. To enhance the coverage
of the verbalizer for multiple domains, TCP employs
a target-adaptive candidate selection to capture the
domain-related words to the targets. Additionally,
the candidates are refined by prior attributes to en-
hance the prediction consistency. Existing methods
(Hu et al., 2022; Li et al., 2022) fail to construct a
promising training process with a comprehensive
verbalizer. The verbalizer is a projection function
in the prompt-tuning, which does not explicitly im-
pact the training process. Therefore, we propose a
consistency distillation strategy to incorporate the
target knowledge into the module. The consistency
distillation employs injection modules for small-
scale pilot training to obtain the coarse-grained
optimization direction. Then, initializing the prompt-
tuning with distilled parameters ensures consis-
tency between the target-adaptive verbalizer and
training process to learn the multi-domain knowl-
edge. The proposed method, TCP, constructs a
target-adaptive verbalizer and enhances it with con-
sistency distillation to ensure adaptive performance
on multi-domain stance detection. Extensive ex-
perimental results on nine multi-domain stance de-
tection datasets demonstrate the superior perfor-
mance of TCP.

In summary, our main contributions are as fol-
lows:

• We propose a novel target-adaptive verbalizer
with target-adaptive candidate selection to en-
hance the ability of prompt-tuning to general-
ize across multiple domains for multi-domain
stance detection.

• We propose a consistency distillation strategy
based on a target-adaptive verbalizer and pi-
lot experiments to enhance consistency be-
tween the verbalizer and the training process
in prompt-tuning.

The rest of this paper is organized as follows.
In Section 2, we discuss the related works. The
definitions and detailed description of the method
are provided in Section 3. In Section 4 and Section
5, the results of empirical studies and ablation ex-
periments are reported. Concluding remarks are
provided in Section 6.

2. Related Work

2.1. Multi-Domain Stance Detection
With the emergence of social media platforms,
stance detection has become increasingly popular.
However, due to the vast amount of information
on social media, the complexity of this task has in-
creased substantially. The stance detection is with
more views (Hanselowski et al., 2018; Team, FNC,
2018), topics (Sobhani et al., 2017), and expres-
sions (Stab et al., 2018; Chen et al., 2019; Walker
et al., 2012). The domains in stance detection are
also becoming diverse. The source platform can
be Twitter (Li et al., 2021; Mohammad et al., 2016),
Website (Hanselowski et al., 2019; Team, FNC,
2018), Wikipedia (Bar-Haim et al., 2017) and Fo-
rum (Habernal et al., 2018). The form of comment
can be debate (Stab et al., 2018), evidence collec-
tion (Hanselowski et al., 2019) and comment-reply
(Mohammad et al., 2016). Some deep learning
methods are employed for multi-domain stance de-
tection by incorporating external knowledge. The
basic implementation of external knowledge is Pre-
trained Language Models (PLMs). The PLMs are
fine-tuned in stance detection (Devlin et al., 2019;
Liu et al., 2019). In addition, some methods are pro-
posed to use the knowledge from multiple domains
(Arakelyan et al., 2023; Lai et al., 2020), datasets
(Schiller et al., 2021) and knowledge bases (Hu
et al., 2022). Multiple datasets are employed to
obtain sufficient information for a certain specific
dataset. The knowledge bases, such as Concept-
Net (Speer et al., 2017) and WordNet (Pedersen
et al., 2004), are employed to obtain assistance
for multi-domain stance detection by sentiment or
word distributions.

2.2. Prompt-tuning for Stance Detection
PLMs achieve impressive results on NLP tasks,
benefiting from prior knowledge. However, PLMs
need to change the architecture of models in down-
stream tasks, which changes the conditions of
knowledge implementation. To maintain the task
paradigm, prompt-tuning is proposed to transfer all
downstream tasks into a cloze-style masked words
prediction (Schick and Schütze, 2021; Brown et al.,
2020; Jiang et al., 2020; Li and Liang, 2021), which
achieves impressive results on diverse tasks. How-
ever, simply employing prompt-tuning on stance
detection is not the optimal implementation. The
mapping function verbalizer is unsuitable for the
complex information in stance detection. Many
methods try to enhance the generalization of verbal-
izer, including gradient search (Schick et al., 2020),
external knowledge injection (Hu et al., 2022), pro-
totype mining (Cui et al., 2022) and relation infor-
mation enhancement (Li et al., 2022; Kawintiranon
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Figure 1: The illustration of TCP. The corpus D is wrapped by prompt p as Dp. ŷm is the prediction words
of mask token in verbalizer, and ŷ is the mapping prediction by verbalizer V.

and Singh, 2021). Furthermore, the prompt is also
important in prompt-tuning. Due to the complex-
ity of stance detection, searching for an optimal
prompt is infeasible. Therefore, employing several
prompts and calculating the average performance
is a common way (Jiang et al., 2022). Incorporating
the related external knowledge into the verbalizer
and training the model with several prompts has be-
come an effective solution. However, when facing
stance detection in multiple domains, the existing
methods fail to adapt to the domain information.
The adaptive knowledge incorporation of prompt-
tuning remains to be challenging.

3. Methodology

The proposed framework TCP is shown in Figure 1.
TCP consists of Verbalizer Construction and Verbal-
izer Consistency Distillation. The Verbalizer Con-
struction module constructs a target-adaptive ver-
balizer by candidate mining and verbalizer refine-
ment joint constraint to capture the target-adaptive
knowledge within diverse domains. The Verbal-
izer Consistency Distillation module conducts pilot
experiments with Adapter modules to inject target-
adaptive knowledge into the training process. The
problem formulation and detailed explanations of
TCP are provided in subsequent sections.

3.1. Problem Formulation
Let D denote the dataset for stance detection,
and let x=(t, c) denote the sentence pairs. For
stance detection, the goal is to identify the stances
of users for topics or discussions, formulated as
Stance(t, c) ∈ Y, where c is a comment, and t
is a target, Y is the set of stances. Given the
x ∈ D and its ground truth label vector y ∈ {0, 1}|Y|,

the predicted probabilities is ŷ. For multi-domain
stance detection, we select different datasets from
diverse domains. The multi-domain dataset set
is denoted by DM = {D1,D2, · · · ,Dm}. The final
performance is the average score of all datasets
in DM . To be concise and clear, we discuss the
following process for each dataset D := Di ∈ DM .

3.2. Verbalizer Construction

Target-Adaptive Verbalizer (TAV) is designed to
flexibly incorporate target knowledge within differ-
ent domain corpus into the prompt-tuning. This
section introduces the details of verbalizer candi-
date mining and refinement.

3.2.1. Candidate Mining

To construct the verbalizer, a reasoning candidate
mining process is the key to knowledge incorpo-
ration. The main idea of candidate mining is to
filter the important words for prediction. The exist-
ing measure method for word importance includes
TF-IDF, PMI, and Log-Odds ratio. The TF-IDF
mainly focuses on the word usage between docu-
ments, lacking the measure of importance for the
stances and targets. PMI is to measure the cor-
relation between words, which is not flexible for
diverse domain information. The Log-Odds ratio
is a statistical measure commonly used to assess
the significance of a word between different cor-
pora. However, the original Log-Odds ratio can not
deal with fine-grained information. To capture the
domain-related words of stances, the Log-Odds
ratio is improved to measure the significance of
words between stances within a corpus. The can-
didate for the verbalizer is adaptive for the diverse
domain datasets. This improved Log-Odds ratio is
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formatted as:

δ(i−j)
w = log

βi
w + αw

ni + α0 − βi
w − αw

(1)

− log
βj
w + αw

nj + α0 − βj
w − αw

(2)

where ni and nj indicate the number of samples
with stance i and j. βi

w and βj
w indicate the word

count of w in stance i and j, respectively. And α0

is the stance size in the background dataset, αw

is the word count of w in the background stance.
The background dataset is the corpora used for
training.

To measure the significance of words, the vari-
ance σ2 of the Log-Odds ratio (Monroe et al., 2008)
and the Z-score are as follows:

σ2(δ(i−j)
w ) =

1

βi
w + αw

+
1

βj
w + αw

(3)

Z =
δ
(i−j)
w√

σ2(δ
(i−j)
w )

(4)

A higher Z-score indicates more significance of
word w within stance i than j. According to the
Z-score, words are chosen for each stance i as
the candidate set Vi

C ∈ VC , noting that VC =

{V1
C , ...,V

|Y|
C }.

3.2.2. Verbalizer Refinement

The set of verbalizer candidates was initially con-
structed based on significant words of stances,
which is adaptive for diverse domain datasets.
These words may contain noise due to an excessive
focus on word significance in stance knowledge,
neglecting the target information. To obtain a high-
quality word set, refining target information from the
candidates is crucial. A promising way is aligning
with target information by the prior knowledge of
PLMs (Hu et al., 2022). The candidates are refined
by contextualization and relevant attributes of PLMs
for each target in the corpus.

The contextualized priors of words in PLMs
reveal target-identifiable knowledge. Given the
stance detection task, for each sentence pair in
target split corpus D̂, xp is the wrapped sentence
pair. We define PM([MASK] = v|xp) as the prob-
ability of each word v in the masked position. The
expectation of the prediction probability over all
sentence pairs in D̂ is formalized as:

PD̂(v) = Ex∼D̂PM([MASK] = v|xp) (5)

Using small-size unlabelled support sets D̃ can
yield a satisfying estimate of the above expectation.
Thus, the expectation of PD̂(v), assuming that the

samples x ∈ D̃ have a uniform distribution, can be
approximated by:

PD̂(v) ≈
1

|D̃|

∑
x∈D̃

PM([MASK] = v|xp) (6)

Considering the prior knowledge in PLMs, a
threshold η is established to filter out the words
from candidates that have probabilities lower than
it. Regarding the contextualization attribute, it is
important that the qualifying word v must have a
high probability of prediction for the masked word.

The Log-Odds ratio measures the significance
of words concerning stances, lacking the target
relevance of labels in PLMs. Considering different
targets, certain words may be more relevant to
some labels than others. Therefore, to incorporate
the relevance knowledge in PLMs, we calculate the
prediction probability of each word in the candidate
set on the target support set D̃, which is denoted
as qv, and qv ’s i-th element is:

qv
i = PM([MASK] = v|xip), xi ∈ D̃ (7)

where xip denotes the sentence pair xi wrapped
with the template p. Similarly, the representation of
the stance label si of the target is estimated. And
the cosine similarity between v and si is calculated
as:

r(v, si) = cos(qv,qsi
) (8)

A threshold τ is set for r(v, si) to construct the
verbalizer from VC . For stance i and target k, ver-
balizer Vk

i ∈ V , ki is the number of verbalizer words
from candidates for stance i and target k:

Vk
i = {v1,..., vki

} (9)
s.t.PD̂(vki

) ≥ η; r(vki
, si) ≥ τ (10)

A verbalizer Vk
i ∈ V is constructed with target-

adaptive knowledge within multi-domain corpora to
map the prediction words.

3.3. Verbalizer Consistency Distillation
Due to the diverse targets and topics, a basic ver-
balizer may not be sufficient to map the predic-
tions. Instead, a target-adaptive verbalizer is more
effective, as it possesses prior knowledge and a
strong preference for different targets in a corpus.
However, the verbalizer does not affect the training
process explicitly, which is not promising that the
target-adaptive verbalizer is fully used for prompt-
tuning. To enhance the consistency of the verbal-
izer and training process, we proposed a Verbal-
izer Consistency Distillation (CD) strategy to solid-
ify the knowledge into prompt-tuning. Algorithm 1
provides a pseudo-code outlining the process of
verbalizer consistency distillation.
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Algorithm 1 Verbalizer Consistency Distillation
1: Input: The pilot experiments models

M = (M1,M2, · · · ,MK); The dataset
D = (x1, x2, · · · , xn); The target-adaptive
verbalizer V.

2: Output: The initialization parameters WI

3: for k = 1 to K do
4: Select target-related verbalizer Vk from V
5: Sample dataset Dk ∈ Sample(D)
6: Construct samples Xk

p for Dk

7: Calculate prediction Ŷdk in Eq.15
8: Calculate cross-entropy loss Lce

9: Optimize model Mk with loss Lce

10: Obtain parameter Wk and F1-score sk
11: end for
12: Constructing WI =

∑
k softmax(sk)Wk

13: return Parameter Initialization WI

The target-adaptive verbalizer is constructed
for the target and stance in the corpus to cap-
ture the fine-grained domain knowledge. Train-
ing the prompt-tuning for each verbalizer is time-
consuming and easily overfitted. To address the
problem, we adopt Adapter (Houlsby et al., 2019)
for the distillation. The Adapter is a lightweight
injected module of prompt-tuning for learning the
task-specific information without training the de-
fault parameters. Small-scale pilot experiments
with Adapter tuning for target-adaptive verbalizer
are conducted to obtain the parameters denoted
as W = {W1,W2, · · · ,WK} and results Ŷd =
{Ŷd1, Ŷd2, · · · , ŶdK} in Figure 2, K is the number of
targets. Subsequently, we employed an F1-score-
weighted strategy to incorporate the parameters
into WI for initialization in the prompt-tuning.

Concretely, a PLM encoder contains L layers,
and each layer ℓ has M self-attention heads, where
a self-attention head (m, ℓ) contains query, key
and value elements, which can be denoted as:
Qm,ℓ(xℓ−1), Km,ℓ(xℓ−1), and Vm,ℓ(xℓ−1). xℓ−1 is
the output of the last layer (the first layer xℓ−1 is
the output of the embedding layer). After the self-
attention layer, aggregating multi-head attention
can be formatted as:

hℓ
1 = att(Q1,ℓ,K1,ℓ,V1,ℓ, ...,Qm,ℓ,Km,ℓ,Vm,ℓ)

(11)
Then, Adapter(·) is inserted into Transformer

module, where Adapter(·) is:

hℓ
a1

= W ℓ
i,m1

h1 + bℓi,m1
(12)

hℓ
a2

= RELU(W ℓ
i,m2

hℓ
a1

+ bℓi,m2
) (13)

hℓ
a3

= W ℓ
i,m3

hℓ
a2

+ bℓi,m3
(14)

where hℓ
1 is the ℓ-th hidden layer with first calcu-

lation, ai is the i-th calculation in one layer. And
W ℓ

i,m1
and bℓi,m1

are the parameters of Adapter and

Figure 2: The architecture of the Verbalizer Con-
sistency Distillation. The Up and Down projections
are the injected layers in the Adapter. The pilot
model is run K times to obtain parameters set W
and tuning results set Ŷd.

bias terms of i-th sub-dataset in ℓ-th layer with m1-
th calculation.

In the context of stance detection, D is randomly
separated into K parts, where K is the number
of targets, i.e., Sample(D)p = {D1, D2, ..., DK}.
For Dk ∈ Sample(D)p, pilot experiments are con-
ducted on model Mk, injecting the typical bottle-
neck Adapter. For prediction PMk

([MASK] =
v|Xk

p ), Xk
p denotes the texts wrapped by pattern p

of dataset Dk. The results Ŷdk ∈ Ŷd for Dk is:

Ŷdk = argmax
y∈Y

∑
v∈Vk

i

P̃Mk
([MASK] = v|Xk

p ) (15)

Meanwhile, the parameters Wk of the k-th pilot
model are recorded for distillation. However, di-
rectly incorporating the mean of Wk ∈ W leads
to considerable bias error. This is because ev-
ery small dataset Dk ∈ Sample(D)p only pro-
vides a local view of the corpus. Therefore, the
Wk ∈ W is weighted by α, according to the F1-
score s(Ŷdk|Xk

p ):

αk =
exp(s(Ŷdk|Xk

p ))∑
Sample(D)p

exp(s(Ŷd|Xp))
(16)

The initialization of Adapter for prompt-tuning can
be formatted as follows:

WI =
∑
k

αkWk (17)

The overall process is trained sequentially. The
WI is employed to initialize the Adapter in prompt-
tuning. During the inference, we feed the wrapped
text with prompt into P ∗

M and predict the probability
of words by target-adaptive verbalizer V.
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4. Experiments

This section introduces the details of datasets,
baseline methods, and experiment settings. The
main results of the experiments are analyzed in
effectiveness analysis.

4.1. Datasets and Evaluation
The nine datasets are from different domains to
simulate the complex space of semantics of stance
detection. The details of datasets are shown in
Table 1. The datasets are: arc The Argument Rea-
soning Corpus (Hanselowski et al., 2018); ibmcs
The IBM Debater® - Claim Stance Dataset (Bar-
Haim et al., 2017); iac1 The Internet Argument
Corpus V1 (Walker et al., 2012); argmin The UKP
Sentential Argument Mining Corpus(Stab et al.,
2018); perspectrum The PERSPECTRUM dataset
(Chen et al., 2019); fnc1 The Fake News Chal-
lenge dataset (Team, FNC, 2018); snopes The
Snopes dataset (Hanselowski et al., 2019); 2016t6
The SemEval-2016 Task 6 dataset (Mohammad
et al., 2016); pstance The Pstance dataset (Li
et al., 2021). The macro F1-score aggregates per-
formance across targets by calculating the F1 score
independently and then averaging them. The fi-
nal average results evaluate the model’s ability to
generalize across all domains, which is useful for
assessing overall model performance.

4.2. Baselines
Methods based on Multiple Knowledge En-
hancement: MT-DNN (Schiller et al., 2021) trans-
fers knowledge from the GLUE benchmark by multi-
dataset learning; TESTED (Arakelyan et al., 2023)
consists of a topic-guided diversity sampling tech-
nique for multi-domain learning.

Methods based on Prompt-tuning: Adapter
(Houlsby et al., 2019), neural network layers that
are inserted into the Transformer architecture; PET
(Schick and Schütze, 2021), the regular prompt-
tuning method using a single mapping verbalizer.

Methods based on Knowledge Enhanced Ver-
balizer: KPT (Hu et al., 2022) expands the label
word space of the verbalizer using external knowl-
edge bases (KBS); TAPD (Jiang et al., 2022) dis-
tills the target-aware knowledge of multi prompts
to learn the representations for stance detection.

4.3. Experiment Settings
The Hugging-Face PyTorch interface (Wolf et al.,
2020) is employed to run experiments on one
NVIDIA TITAN RTX with 24GB of memory. Op-
timizers AdamW (Loshchilov and Hutter, 2019) and
Adam (Kingma and Ba, 2015) are chosen to train
the models with a batch size of 16 and a maximum

Datasets Train Validation Test Total Stances Domain
arc 12,382 1,852 3,559 17,792 4 Debate Forum
ibmcs 935 104 1,355 2,394 2 Debate Wikipedia
iac1 4,227 454 924 5,605 3 Debate Politics
argmin 6,845 1,568 2,726 11,139 2 Debate Website
perspectrum 6,978 2,071 2,773 11,822 2 Debate Website
snopes 14,416 1,868 3,154 19,438 2 Fact-Check Website
fnc1 42,476 7,496 25,413 75,385 4 Fake News Website
2016t6 2,497 417 1,249 4,163 3 Hot Topics Twitter
pstance 19,228 2,462 2,374 24,065 2 Politics Twitter

Table 1: The statistics details of datasets.

sequence length of 256. The training process is
run five times, and record the mean results. For
PLMs fine-tuning, optimizer Adam is employed with
a learning rate 1 × 10−5 to train the models. Op-
timizer AdamW is chosen for prompt-tuning with
learning rates 5× 10−5 and 7× 10−4. The param-
eters of Adapter are set as the bottleneck one in
the paper (Houlsby et al., 2019). The base model
of all methods is the roberta-large (Liu et al., 2019)
version. We choose three prompts for each dataset
and record the average results of all prompts, which
are:

< t >?||[MASK], < c > (18)
< t >?|| < c > .I stay [MASK] for it. (19)
< t >?|| < c > .It′s about [MASK]. (20)

In verbalizer construction, η and τ vary with the
size of the candidate set. η and τ are set to remove
three-quarters of the candidates.

4.4. Effectiveness Analysis
The results of all methods are shown in Table 2.
The macro F1-score evaluates the performance. In
Table 2, TCP achieves the best F1-score results.
The comprehensive analysis of TCP is shown in
subsequent sections.

Comparison with PLMs enhanced by multi-
ple knowledge: The PLMs-based methods for
multi-domain stance detection enhance external
knowledge learning through multi-dataset and multi-
domain learning. We run the MT-DNN and TESTED
for the datasets. TCP performs better than the two
methods by 8.23% and 3.44% on average perfor-
mance, respectively. Except on iac1, TCP achieves
the best results. The max margin is up to 15.06%
on argmin. On iac1, TESTED outperforms TCP by
7.71%, which is impressive. We analyzed the infor-
mation in the iac1 and observed that the longest
length is 1479, which significantly exceeds the max
length. The topic information used in TESTED sup-
plements the truncated information. From other
baseline results, the over-length causes the knowl-
edge inconsistency of knowledge injection. Com-
pared to TAV+Adapter, the version of TCP without
distillation, TCP obtains an improvement of 4.05%
by consistency distillation (CD). The result indicates
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Models argmin pstance iac1 ibmcs 2016t6 snopes arc fnc1 perspectrum Average
Train size 6.8k 19.2k 4.2k 0.9k 2.5k 14.4k 12.3k 42.4k 6.9k
MT-DNN 62.74 77.45 39.97 78.98 67.44 71.05 66.24 78.38 81.65 69.32
TESTED 62.79* 79.55 56.97* 88.06* 69.91* 78.61* 64.82* 83.17* 83.11* 74.11
Adapter 70.18 77.46 38.29 80.47 64.82 71.08 66.18 79.22 85.78 70.39
PET 72.94 78.23 42.45 85.87 68.70 74.56 68.69 80.53 87.86 73.31
KPT 70.89 78.15 40.45 86.59 69.91 75.79 66.29 81.44 88.25 73.08
TAPD 72.21 80.34 46.15 88.47 70.49 77.62 65.74 82.81 87.29 74.57
TAV+PET 75.94 79.39 45.21 87.28 70.49 76.14 68.66 81.49 89.38 74.89
TAV+Adapter 74.81 78.59 39.88 85.73 68.73 75.71 66.75 80.86 88.77 73.31
TCP 77.85 81.73 49.26 90.40 73.32 79.73 70.09 84.34 91.24 77.55

Table 2: Average macro F1-score for models on nine datasets. The best scores are bold, and the second
best scores are underlined. The results with * are from (Arakelyan et al., 2023).

Methods arc argmin snopes 2016t6
CM CR RR F1-score

TCP-TAV
× × × 67.81(–) 75.49(–) 77.56(–) 71.70(–)

TCP
× 67.22(↓) 74.67(↓) 75.81(↓) 70.85(↓)

× 68.84(↑) 76.78(↑) 77.83(↑) 72.71(↑)
× 69.30(↑) 76.22(↑) 78.53(↑) 72.58(↑)

70.09(↑) 77.85(↑) 79.73(↑) 73.33(↑)

Table 3: The results of ablation experiments of
target-adaptive verbalizer. "CM," "CR" and "RR"
are "Candidate Mining," "Contextualization Refine-
ment," and "Relevance Refinement". The "×" de-
notes the model is trained without the correspond-
ing operation.

that the consistency distillation effectively injects
the knowledge from the verbalizer.

Comparison with prompt-tuning based meth-
ods: The comparing methods include vanilla
prompt-tuning, PET and Adapter, and external
knowledge-enhanced prompt-tuning, KPT and
TAPD. From Table 2, TCP achieves an overall sur-
pass on each dataset, indicating that TCP is more
adaptive for multiple domain datasets. Compared
to KPT and TAPD, the average improvement of
TCP is 4.47% and 2.98%, respectively. We ob-
served that KPT performs worse than PET on sev-
eral datasets, and TAV+Adapter underperforms
TAPD. First, KPT extends the verbalizer with knowl-
edge bases by considering the neighbors of la-
bels in the knowledge bases, such as ConceptNet.
The labels in multiple domain datasets are similar.
Using neighborhood information leads to similar
verbalizers and a lack of leveraging the domain
knowledge. Second, TADP extends the verbalizer
and distills the diverse prompts into training, while
TAV+Adapter is only equipped with TAV. The re-
sults show that the knowledge implementation of
verbalizer is essential for the training. Furthermore,
TCP outperforms TAPD on all datasets, utilizing
TAV and verbalizer consistency distillation. The
target-adaptive verbalizer and consistency distil-

lation enhance prompt-tuning for multiple domain
knowledge manipulations.

The Effectiveness of TAV and CD: To further
elaborate on the effectiveness of TAV and CD, PET
and Adapter are wrapped by TAV. The results show
that TAV+PET achieves the best second average
performance, and TAV+Adapter achieves a com-
petitive average performance with improvements
up to 1.58% and 2.92%, respectively. The target-
adaptive verbalizer is effective for prompt-tuning.
TAV+Adapter is as good as PET. Considering the
scale of parameters, the verbalizer distillation is not
feasible for PET. The performance of TCP shows
the effectiveness of CD, with improvement up to
2.24%, surpassing the results of TAV+PET.

5. Ablation Study

Ablation experiments are conducted to explore the
effect of target-adaptive verbalizer and consistency
distillation. We chose four datasets for each do-
main: arc, argmin, snopes, and 2016t6. The per-
formance is evaluated by macro F1-score.

5.1. The Effect of Candidate Mining and
Refinement

Table 3 presents the performance of TCP under dif-
ferent TAV element compositions on four datasets.
The method without CM operation employs TF-IDF
as the mining method and selects the same size
words of datasets as TCP. Notably, TCP-TAV per-
forms better than TAV+Adapter in Table 2, which
supports the conclusion that the knowledge distil-
lation of the verbalizer is essential for the training.
TCP-CM performs worse than TCP-TAV indicat-
ing that the refinement operation performs worse
than the top word selection. We conjecture that
top words are more related to domain knowledge,
while the tail-distributed words in TF-IDF are suit-
able for refinement but not for domain information.
TCP-CM has a margin to TCP, indicating that CM
is crucial for constructing the verbalizer, and the
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(a) Coverage Ratio (b) Number of Words

Figure 3: (a) The coverage ratio (CR) of predicted
words of different verbalizers. (b) The number of
words of different verbalizers.

Methods arc argmin snopes 2016t6
TF-IDF 65.35 70.91 73.33 68.76
TF-IDF+CD 67.81(↑2.46) 75.49(↑4.58) 77.56(↑4.23) 71.70(↑2.94)
KPT 66.92 70.89 75.79 69.91
KPT+CD 68.81 (↑1.89) 75.46(↑4.57) 77.35 (↑1.56) 70.48(↑0.57)
TAV 66.75 75.94 76.14 70.49
TAV+CD 70.09 (↑3.34) 77.85(↑1.91) 79.73 (↑3.59) 73.32 (↑2.83)

Table 4: The results of different verbalizers with or
w/o consistency distillation (CD).

lack of proper candidate selection can result in re-
verse optimization. The Log-Odds ratio is natural
for the domain words filtering due to the informa-
tion constraints. Compared to the CM, operations
CR and RR lead to similar improvements. From
the results, we conjecture that CM determines the
potential domain adaptive ability of the verbalizer
and improves its adaptation by refinement.

5.2. The Candidate Coverage of
Target-Adaptive Verbalizer

In Figure 3, we utilize the ratio of coverage of pre-
dicted words and the number of words to measure
the effectiveness of the verbalizer. TF-IDF and KBS
indicate that the verbalizer is constructed by TF-IDF
and external knowledge bases. For instance, we
record the predicted words in each dataset and cal-
culate the words in the verbalizer. The ratio CR(%)
indicates the model’s capacity to identify the do-
main words and guide the prediction. The TAV
achieves the highest CR ratio, and the number of
words in TAV is the least. The results indicate that
TAV covers more predicted words with a smaller
candidate set. TAV, a more concise and precise
verbalizer, endows the model with enhanced adapt-
ability to multi-domain datasets.

5.3. Consistency Distillation Analysis
Consistency distillation is employed to enhance the
implementation of knowledge within the verbalizer.
The single verbalizer extension is not enough for
the multi-domain stance detection. The TF-IDF,
KPT, and TAV indicate the methods of constructing
the verbalizer. The tuning module is the Adapter.

(a) Favor related words (b) Against related words

Figure 4: The times of words prediction in TAV
of snopes. The predictive ratio is calculated by
predicted times/all words predicted times.

From the results in Table 4, consistency distillation
improves the performance of models. The average
improvements of datasets are 3.55%, 2.15%, and
2.92%, respectively. With the help of CD, TF-IDF
can perform as well as KPT in multi-domain stance
detection. The concrete external knowledge base
and similar labels limit the performance of KPT,
which supports the assumption in Section 5.1. The
results of the three models indicate that consis-
tency distillation is effective for implementing the
knowledge of verbalizer into training.

5.4. Visualization of Prompt-tuning
Consistency

In Figure 4, we record the times of words when they
are predicted correctly. The predictive ratio is used
to measure the prediction consistency. If a word
has a high ratio, the model predicts it as the label
instead of another word. We compared the top
six words’ predictive ratios in verbalizer with or w/o
consistency distillation. "OOV" indicates the pre-
dicted words are out-of-verbalizer. The predictions
become more focused on the verbalizer words after
the process of distillation, which helps to reduce
the occurrence of OOV words. The total increase
of top words is larger than the reduction, indicating
a discernible tendency for predicting the top words
instead of tailed words in the verbalizer.

6. Conclusion

TCP is proposed to construct a target-adaptive ver-
balizer with knowledge consistency distillation to
incorporate domain knowledge into prompt-tuning.
The existing methods mainly focus on introducing
external knowledge without considering multiple
domain knowledge. Furthermore, stance detec-
tion is multi-domain, and the involved knowledge
is too complex to adapt. To overcome these lim-
itations, a target-adaptive verbalizer is proposed
to capture the adaptive words toward the domain
information. Moreover, we utilize consistency dis-
tillation to enhance the implementation of TAV in
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the training. We conducted comprehensive experi-
ments on nine multi-domain datasets to verify the
effectiveness of our model. The target-adaptive
verbalizer effectively captures multi-domain infor-
mation, and consistency distillation is a valuable
strategy to inject knowledge into the training pro-
cess.
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