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Abstract
The computational treatment of arguments on controversial issues has been subject to extensive NLP research, due to
its envisioned impact on opinion formation, decision making, writing education, and the like. A critical task in any such
application is the assessment of an argument’s quality—but it is also particularly challenging. In this position paper,
we start from a brief survey of argument quality research, where we identify the diversity of quality notions and the
subjectiveness of their perception as the main hurdles towards substantial progress on argument quality assessment.
We argue that the capabilities of instruction-following large language models (LLMs) to leverage knowledge across
contexts enable a much more reliable assessment. Rather than just fine-tuning LLMs towards leaderboard chasing on
assessment tasks, they need to be instructed systematically with argumentation theories and scenarios as well as with
ways to solve argument-related problems. We discuss the real-world opportunities and ethical issues emerging thereby.
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1. Introduction

“In some sense, the question about the quality of
an argument is the ‘ultimate’ one for argumentation
mining.” (Stede and Schneider, 2018).

When learning about controversial issues, peo-
ple rarely accept arguments they encounter without
further contemplation. Rather, they seek to find the
best arguments; those that help them form an opin-
ion or write texts that persuade others; those that
make them reach agreement or at least understand
each other better. That is to say, argument quality
is of interest as soon as arguments are presented
to an audience. Computational argumentation aids
the treatment of arguments at a larger scale, with
important applications in search (Wachsmuth et al.,
2017c), business (Slonim et al., 2021), and edu-
cation (Wambsganss and Niklaus, 2022). But the
situation there is the same: It is not enough to mine
or generate arguments; their quality also needs to
be evaluable (Park and Cardie, 2018), so that it
can be assessed (Lauscher et al., 2020), flaws can
be found (Goffredo et al., 2022), and accounted for
(Skitalinskaya et al., 2023).

Wachsmuth et al. (2017b) surveyed research on
argument quality assessment, organizing theories
and methods under 15 quality notions, from logical
cogency to rhetorical effectiveness to dialectical
reasonableness. Even though computational argu-
mentation was just gaining momentum in natural
language processing (NLP) back then, rarely going

beyond argument mining, two inherent challenges
of argument quality were visible already: the diver-
sity of quality notions as well as the subjectivity of
their perception and, hence, of their assessment for
both humans and computational models. Consider
the following argumentative claim against censor-
ing Mark Twain’s usage of the N-word, taken from
the debate platform kialo.com:

“In Huckleberry Finn, Twain captured the essence
of everyday midwest American English.”

This claim is certainly relevant to the discus-
sion, but whether people will deem it effective may
strongly depend on their individual context. A per-
son without African-American background may be
willing to accept the argument; one with high literacy
might look for clearer logical connections.

While the challenges of diversity and subjectivity
prevail until today (Lapesa et al., 2023), NLP is now
seeing a revolutionary breakthrough: the rise of
instruction-following large language models (hence-
forth, LLMs) that can tackle various NLP tasks with
little to no task-specific fine-tuning, enabled by their
supreme capability to integrate and leverage knowl-
edge across contexts (OpenAl, 2023). The ques-
tion is: What are the implications for argument qual-
ity assessment specifically as well as for computa-
tional argumentation in general?

In this position paper, we revisit the computa-
tional assessment of argument quality in light of
the availability of LLMs such as GPT-4 and Alpaca
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(Taori et al., 2023). Starting from the status quo
reported by Wachsmuth et al. (2017b), we carry out
a brief survey of recent NLP research on the topic
(Section 2). To bring order into the various lines of
research pursued since 2017, we organize them
into three general directions, as laid out in Figure 1:

» Conceptual notions of maximal and minimal
argument quality,

* Influence factors of argument quality from the
context where arguments occur, and

« Computational models for assessing or improv-
ing argument quality.

On this basis, we establish the central question
to which we provide answers in this paper:

How to drive research on LLM-based argu-
ment quality assessment in order to face
the prevailing challenges of diverse quality
notions and their subjectivity ?

In particular, we are convinced that the capabili-
ties of instruction-following LLMs enable research
to overcome many aspects of the two challenges.
To this end, the primary focus of NLP research on
argument quality should be put on systematic ways
to teach LLMs to follow instructions, including con-
cepts and settings of arguing in addition to ways to
solve argument-related problems (Section 3). In-
stead of fine-tuning LLMs on predefined domains
(manifested in the training data) and preselected
theories (manifested in the data’s annotations), as
well as simple engineering of prompts, we expect
the greatest impact to lie in teaching LLMs the the-
ories, circumstances, and ethical constraints to ad-
here to. The rationale behind this is that LLMs
will often have processed data from all contexts
needed to make an informed judgment about an
argument’s quality, due to their heavy pretraining
on huge amounts of data. In contrast, LLMs cannot
access, by default, the knowledge of what is to be
prioritized in a given setting.

We state upfront that the blueprint delineated in
this paper comes with several limitations and ethi-
cal considerations that we critically analyze below.
Moreover, we are naturally aware of the general
issues of LLMs, including hallucinated facts and
the reproduction of common social biases. These
issues deserve treatment in computational argu-
mentation as well; they are even particularly critical
there due to the sensitivity of many controversial
topics (Holtermann et al., 2022). Keeping this in
mind, we believe that it is necessary to explore now
how to best employ LLMs for argument quality as-
sessment in order to harness their full potential for
the main applications, while avoiding to waste en-
ergy for the typical pursuit of leaderboard rankings
on existing quality assessment tasks. This is the
goal of the paper at hand.

Now, why is it important to discuss LLMs for argu-
ment quality assessment specifically? We address
this matter when we look at the real-world oppor-
tunities emerging from the capabilities of LLMs in
academia and industry (Section 4). While Argyle
et al. (2023) developed LLMs that tone down argu-
mentative conversations, we postulate a contrary
path: Exploiting the means of LLMs to proactively
enable people to learn and better reason about con-
troversial issues, thus contributing towards more
deliberate conversations (Vecchi et al., 2021). We
think that the time has come to revisit and pursue
the core visions of computational argumentation
research, from the overcoming of filter bubbles to
the individualized mass education of learners. We
sketch how these visions could be realized with the
LLMs available today, before we conclude (Sec-
tion 5) and stress ethical concerns that arise with
LLMs that actively affect human views (Section 6).

With the discussion in this position paper, we
provide two main contributions to research:

1. A survey of the main lines of recent research
on argument quality and its assessment

2. A blueprint for impactful future research on
LLMs for argument quality assessment

2. A Brief Survey of Recent Research

To start, this section briefly but systematically sur-
veys recent NLP work on argument quality assess-
ment. We identify three general directions, each
with two main aspects, and organize the research
accordingly, as illustrated in Figure 1.

2.1. Frame of the Survey

Beyond holistic computational argumentation (CA)
surveys (Stede and Schneider, 2018; Cabrio and
Villata, 2018; Lawrence and Reed, 2019), Wang
et al. (2023a) specifically reviewed works on argu-
ment generation, Lauscher et al. (2022b) on knowl-
edge in CA, and Vecchi et al. (2021) on the use of
CA for the social good. Also, some tutorials treated
argument mining and its applications (Budzynska
and Reed, 2019; Bar-Haim et al., 2021). In contrast,
we focus on argument quality assessment.

Aside from our recent tutorial (Lapesa et al.,
2023), the only argument quality review that we are
aware of is the one of Wachsmuth et al. (2017b)
who organize relevant literature until mid 2017 into
a taxonomy of 15 logical, rhetorical, and dialectical
quality dimensions. The authors already discussed
the diversity of quality notions as well as the subjec-
tivity of their perception, both of which are still ham-
pering research. In this paper, we seek to delineate
ways to overcome them, in line with the authors’
organization of what argument quality means. We
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Notions of
Maximal Quality

Conceptual Notions

Length  Argument structure  Revision

Argument-related
Factors

Influence Factors

Reasoning  Generation Interaction

Models for
Assessment

Computational Models

Notions of Context-related Models for
Minimal Quality Factors Improvement
Evaluability Appropriateness Fallacies Domain Audience Debaters Need Optimization Feedback

Figure 1: Organization of the surveyed argument quality research into three general directions (conceptual
notions, influence factors, and computational models), their main aspects (e.g., notions of maximal and
minimal quality), and specific concepts studied for these (e.g., agreement, preference, and deliberation).

start from their work here, so we restrict our survey
to work that is published after theirs.

Based on our experience with NLP research on
CA, we cover four groups of publication venues:

+ All NLP venues covered by the ACL anthology

» The leading artificial intelligence (Al) confer-
ences, all from AAAl.org and IJCAI

» The leading information retrieval (IR) confer-
ences, SIGIR and ECIR

» The leading CA conference, COMMA

We used Google site search and Springer and
ACM’s internal search on September 1, 2023 (up-
dated on October 17, 2023), to gather all papers
containing any of the following pairs of words:

{argument, argumentation, debate}
x {quality, strength, persuasiveness}

This led to 257 papers (202 NLP, 35 Al, 11 IR,
9 CA). From these, we kept all 119 papers that deal
with quality of natural language arguments based
on title, abstract, and skimming (98 NLP, 12 Al, 6
IR, 3 CA). To focus on scientific novelty, we further
excluded surveys, tutorials, demos, shared tasks,
and system papers, leaving 104 papers (87 NLP,
10 Al, 5 1R, 2 CA). We checked these in more detail
to ensure that argument quality is actually part of
the research. After filtering out others, we obtained
a final set of 83 papers (69 NLP, 9 Al, 3 IR, 2 CA).

2.2. General Research Directions

Analyzing the 83 papers as a whole, we identified
the following three general directions of research
on argument quality, each with two main aspects.
Concretely, one author of this paper proposed the
organization. The papers were then distributed
among all other authors who ranked them by the
directions and aspects they contribute, if any.

Conceptual Notions 24 of the papers primarily
deal with the question of what is actually meant
by argument quality, considered from either of two
complementary perspectives:

 Notions of maximal quality based on arguing
goals such as agreement and deliberation or
on preferences between different arguments

* Notions of minimal quality in terms of what
makes an argument evaluable or appropriate
to be stated as well as how to avoid fallacies

Influence Factors This direction covers 30 pa-
pers studying (or controlling) two types of factors
that influence the perception of quality beyond the
content, structure, and style of the argument itself:

» Argument-related factors such as the argu-
ment’s length, its structure in terms of relations
between units, and revisions applied to it

» Context-related factors, such as the domain of
the discussion, the audience addressed, and
the debaters involved

Computational Models Finally, 21 papers aim
mainly at methodological novelty in the modeling
of argument quality for two quality-related tasks:

» Models for assessment of argument quality,
capturing specificities of the task, the whole
discussion, or the context of arguing

» Models for improvement of argument quality,
targeting the need for improvement, actual op-
timizations, or feedback on what to improve

The remaining eight papers pursue individual
research directions. We note that many of the sur-
veyed papers do not fall under one general direction
only; rather, they often have a visible focus on one
of them. In particular, our internal discussion re-
vealed that contributions to influence factors and
computational models are not always easy to dis-
tinguish and that, sometimes, models may rather
target downstream applications. Still, the directions
and aspects were agreed upon in general.’

For validation, we reassigned 16 papers (19%) to
other authors: 11 got the same main direction; for four, it
was seen as the second contribution. Only in one case,
a fully different direction was assigned. After rechecking,
the newly assigned direction did not seem adequate.
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In the following, we discuss selected works from
each of the general research directions. Table 1 in
the appendix shows the full list of all 83 covered
publications, grouped by the primary general re-
search direction and the main aspect.

2.3. Conceptual Notions

Naturally, all surveyed literature builds on some no-
tion of argument quality, at least implicitly. However,
we found that 24 of the 83 papers have the explicit
treatment of quality notions as their main focus and
10 further papers contribute to quality notions to
some extent. About two-thirds of the works discuss
how an argument should be ideally (maximal qual-
ity), the others what an argument should at least
achieve or avoid (minimal quality).

Notions of Maximal Quality Some researchers
build on the argument quality taxonomy proposed
by Wachsmuth et al. (2017b), including Lauscher
et al. (2020) who model the main taxonomy no-
tions using multitask learning across Q&A, debate,
and review forums. Others question the simplifying
view that argument quality is about persuasion only:
El Baff et al. (2018) consider the goal of agreement,
defining good news arguments as those that chal-
lenge or corroborate stance. Gretz et al. (2020)
see argument quality as a preference relation, and
Falk et al. (2021) examine its connection to de-
liberation. With an entirely different perspective,
some papers examine what makes an argument
good irrespective of topic (Beigman Klebanov et al.,
2017), whereas, for example, Dumani et al. (2020)
operationalize argument quality for practice in a
quality-based framework for argument retrieval.

Notions of Minimal Quality Park et al. (2015)
establish the notion of an argument’s evaluability,
that is, the prerequisite of assessing logical quality
soundly. A key research line on minimal quality is
the detection of fallacies: arguments with flawed or
deceptive reasoning. Neural models have shown
success on this deep semantic problem; some aim
at ad-hominem arguments only (Habernal et al.,
2018), others at various fallacies (Jin et al., 2022).
Persing and Ng (2017b) tackle the broader prob-
lem of spotting an argument’s weaknesses, from
grammar errors to lack of objectivity and unclear
justifications. More practice-oriented, Pauli et al.
(2022) look at the misuse of fallacies for rhetori-
cal appeals in online forums and fake news. Fi-
nally, Ziegenbein et al. (2023) refine the notion of
appropriateness, emanating from Aristotle’s work
(Aristotle, ca. 350 B.C.E./ translated 2007). They
see it as the minimal quality that makes arguments
worthy of being considered and annotate data for
violations of appropriateness.

2.4.

Assessing the different notions of argument quality
is a complex task and is influenced by many fac-
tors, some of which have no explicit relation to the
argument itself. Accordingly, research has dealt
with the identification, modeling, and controlling of
such factors and their impact on argument quality.
We found that 30 of the 83 papers mainly focus
on influence factors, and a further 19 papers are
to some extent devoted to them. Of these, about
60% discuss argument-related factors while the
rest looks at context-related factors.

Influence Factors

Argument-related Factors In terms of textual
factors influencing the perceived quality of argu-
ments, researchers display the questionable power
of length as a predictor (Potash et al., 2017) and
account for this in dataset creation (Toledo et al.,
2019). The impact on quality of internal argument
structure has been investigated using the notion of
organization quality in learner essays (Chen et al.,
2022a) and by using annotations of argument com-
ponents in business model pitches (Wambsganss
and Niklaus, 2022). Notions of structure within
an argument are further extended through adding
attributes to argument components (Carlile et al.,
2018), shifting the focus to component-related fac-
tors, or by comparing different revisions of the same
claim (Skitalinskaya et al., 2021).

Context-related Factors Lukin et al. (2017) ana-
lyze the interaction between argumentative styles
(emotional vs. factual) and the personality of the
audience, as modeled by the Big Five traits. Sim-
ilarly, Durmus and Cardie (2018) model political
and religious ideologies, based on the audience’s
stances on various controversial topics. Both in-
dicate that audience-level factors often outweigh
language use in their persuasive effect. Alshomary
et al. (2022) turn the view to rhetorical strategies
of debaters, assessing the effect of morally-framed
arguments. They find that morals are particularly
successful in challenging the audience’s beliefs.
Wiegmann et al. (2022) analyze stylistic and behav-
ioral characteristics of debaters that contribute to
their persuasiveness over multiple debates. Aside
from debate participants, Liu et al. (2022) explore ar-
guments on social media that are accompanied by
images, highlighting the potential of multimodal ap-
proaches to quality assessment, whereas Fromm
et al. (2023) generalize the contextual scope of as-
sessment to multiple domains at the same time.

2.5. Computational Models

The majority of the 83 surveyed papers include
empirical experiments with models for argument
quality. However, we found that only 21 of them

1522



actually focus on proposing novel approaches tar-
geting either of the above-mentioned conceptual
quality notions, whereas 26 other papers have such
approaches as secondary contributions to support
their claims with experimental results and analysis.
Almost all approaches aim at the assessment of
argument quality, but a few recent ones go beyond
assessment, studying how to improve quality.

Models for Assessment Many approaches aim
at specific quality notions. For example, the at-
tentive interaction model of Jo et al. (2018) pre-
dicts an opinion holder’s view change by detecting
vulnerable regions in their reasoning and model-
ing its relation to a challenger’s argument. Gleize
et al. (2019) propose a Siamese neural network
to assess the convincingness of evidence, while
Song et al. (2020) develop a hierarchical multitask
learning approach to jointly model discourse ele-
ment identification and organization assessment
for essay scoring. Gurcke et al. (2021) examine to
what extent an argument’s logical sufficiency can
be predicted based on whether its conclusion can
be inferred from its premises using the generation
capabilities of transformers. Kondo et al. (2021)
assess the validity of an argument’s reasoning us-
ing Bayesian networks and predicate logic facili-
tated by argumentation schemes. A few works also
look beyond single quality notions, such as Falk
and Lapesa (2023) who inject knowledge about
the interactions between different quality notions to
improve the prediction of individual ones.

Models for Improvement While only a few mod-
els for improvement have been presented so far,
we expect more to come soon, also seeing related
efforts on topics beyond those covered in this sur-
vey (Chakrabarty et al., 2021; Ihori et al., 2022; Li
et al., 2022). An early attempt was made by Ke
et al. (2018) who design neural models that predict
the persuasiveness and other attributes of argu-
ments in a student essay, to provide feedback to
students on how to improve their arguments. Re-
cently, Skitalinskaya and Wachsmuth (2023) identi-
fied arguments in need of improvement, leveraging
complex revision-based data with transformer mod-
els. Skitalinskaya et al. (2023) go one step further,
presenting the first approach to the optimization
of argumentative claims. It combines neural claim
rewriting with quality-based ranking.

2.6. Other Research Directions

Among the eight papers that do not fit under the
three main research directions, we identified the
following two rough research areas.

Five papers deal with specific applications for
which argument quality assessment is key. Rach

et al. (2020) and Kiesel et al. (2020) target argu-
ment search, both taking a human-interaction per-
spective: The former studies the effects of integrat-
ting argument search into an avatar-based dialogue
system; the latter investigates user expectations
on voice-based argument search systems, such as
preferred ranking criteria. Chalaguine and Hunter
(2020) develop a chatbot that relies on an argument
graph for persuasive counterargument generation,
and Falk et al. (2021) address expert moderation in
a deliberative forum, taking moderator interventions
as implicit labels for the need to improve comment
quality. Fromm et al. (2021) use argument mining
for analyzing peer reviews.

The other works tackle the bottleneck of (scarce)
assessment training data. Heinisch et al. (2022)
employ data augmentation to support the predic-
tion of argument validity and novelty. Kees et al.
(2021) evaluate active learning strategies for sup-
porting argument strength estimation, and Yang
et al. (2019) introduce a quality control method that
they apply to annotate argument acceptability.

3. LLMs for Argument Quality

Section 2 stresses that a big part of argument qual-
ity research tackles the key challenges of diverse
views of quality (by developing or refining notions)
and subijectivity (by controlling or modeling influ-
ence factors). However, the intricated interdepen-
dencies between different quality notions and the
various factors that influence them have hampered
substantial progress in the reliable assessment of
argument quality so far. We argue that instruction-
following large language models (LLMs) have the
potential to overcome many limitations, if system-
atic ways to teach them accordingly are established.
In this section, we start from the main advantages of
such LLMs. Then, we outline what to instruct LLMs
with and how to do so (beyond simple in-context
learning/prompting techniques) in order to advance
LLMs for argument quality in future research.

3.1. Assessment without Instructions

Conceptually, argument quality assessment is a
classification or regression problem, even if partly
treated as preference learning. For decades, re-
search in NLP relied on the traditional supervised
learning paradigm for most such problems: to in-
duce a mapping from one representational space
to another using training pairs of input and output.
As sketched in Figure 2a, the input spaces (usually,
representing natural language) and output spaces
(label schemes or value ranges, such as argument
quality scores) are separated thereby. This separa-
tion prevents any exchange of knowledge across
spaces and across tasks.
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(b) Transformer fine-tuned for

(a) Traditional
classification/regression

supervised learning

. Task 1
Tk,

=
‘ Task 3 T‘E’TS&,
. Task 4 %’
Input Shared input

spaces space

(c) Transformer fine-tuned for
instruction following

(b’) Transformer fine-tuned for
text generation

Task 1
Task 2
A

N A
Task 3
Task 4

Shared input and output space
(tasks represented in it)

Shared input and output spaces
(tasks not represented in them)

Figure 2: Learning of representational spaces in NLP models (same color: same type of representation):
(a) Traditional supervised learning: Input and output spaces are separated across tasks; representations
are task-specific. (b) Classification/Regression transformer: The input space is shared across tasks; its
representation can be learned on all tasks. (b’) Generation transformer: Both spaces are shared across
tasks; their representations can be learned on all tasks, but not task interactions. (c) Instruction-following
transformer: One space for inputs, outputs, and tasks; representations can be learned jointly on all tasks.

With the shift to transformers in NLP, the learn-
ing effort is mostly reduced to the self-supervised
pretraining of a language model (Vaswani et al.,
2017; Devlin et al., 2019). Under the transfer learn-
ing paradigm, only fine-tuning remains supervised,
to make a model address the task it is supposed
to. This way, knowledge is shared between input
representations across tasks and contexts, that is,
all texts ever processed affect how an input is en-
coded. In classification and regression, however,
fine-tuning (say, of a BERT encoder with a quality
scoring head) reintroduces a key restriction of tra-
ditional methods, illustrated in Figure 2b: The input
space is separated again from the output space,
preventing models from fully leveraging knowledge
acquired from solving other tasks.

Fine-tuning for text generation tasks keeps in-
put and output in the same space; thereby, for ex-
ample, connections between an argument and its
improved version can be learned. Still, it faces a
second restriction that is shown in Figure 2b’: The
idea behind the mapping from input to output (why
is an output correct for an input) remains fully im-
plicit in the training pairs. For argument quality
assessment, both restrictions imply that only those
interdependencies between quality notions as well
as those contextual influence factors are taken into
account that are explicitly modeled or controlled by
the human developer. Even though a lot of other
interdependencies and factors may be well-known
in argumentation theory (van Eemeren and Groo-
tendorst, 2004; Aristotle, ca. 350 B.C.E./ translated
2007), they are widely ignored thereby. This is
where instruction-following LLMs go beyond.

3.2. Instruction-Following LLMs

Instruction fine-tuning teaches LLMs to follow user
instructions to solve tasks (Peng et al., 2023). As

Figure 2c stresses, it does so by representing the
task in the joint space of inputs and outputs across
all tasks and contexts, that is, in natural language
(more precisely, in the embedding space in which
language is encoded and from which it is decoded).
Following the instruction fine-tuning paradigm, de-
riving an output from an input remains a language
modeling problem as well as how to operationalize
the derivation. This means that all knowledge ever
processed in pretraining is still accessible in prin-
ciple (bounded by the technical constraints of the
model). Then, the supreme capability of transform-
ers to integrate and leverage knowledge across con-
texts enables instruction-following LLMs to tackle
unseen tasks with no or little fine-tuning.

In argument quality assessment, we can expect
that most knowledge about quality notions and their
interdependencies as well as about influence fac-
tors and their effect on the subjective perception
of argument quality has already been processed
by leading LLMs, such as GPT-4 (OpenAl, 2023)
and Alpaca (Taori et al., 2023), in their pretraining
stage. It should thus be possible to learn through
instructions what is important in the assessment
task at hand while not ignoring interactions with the
surrounding concepts of argument quality.

3.3. Instructions for Assessment

Fine-tuning LLMs on general-purpose instruction
data (Wang et al., 2023b) will help them solve lan-
guage modeling tasks in principle. By default, how-
ever, LLMs do not necessarily have access to what
is to be prioritized for the setting of the task at hand.
We expect that this is the information an LLM needs
to be instructed with to assess argument quality re-
liably. Accordingly, we see the survey results from
Section 2 as an adequate basis to explore what to
teach LLMs for the assessment. Instructions may
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thus include but are not limited to:

* arguing goals, from agreement (El Baff et al.,
2018) to deliberation (Falk et al., 2021);

+ definition of various quality notions, be it for
maximal quality (Lauscher et al., 2020) or min-
imal quality (Jin et al., 2022);

+ specificities of audiences (Lukin et al., 2017)
and debaters (Durmus and Cardie, 2019);

+ background on controversial topics, such as
other arguments (Luu et al., 2019) or relation-
ships between the topics (Zhao et al., 2021);

+ ethical aspects, such as biases (Holtermann
et al., 2022) and culture (Chen et al., 2022a);

+ any examples of respective assessments, fol-
lowing the common few-shot learning idea.

Exemplarily, let us get back to the Huckleberry
Finn claim from Section 1 taken from kialo.com. On
this online platform, users create and refine claims,
and they give impact votes from 1 to 5. These im-
pact votes may serve as gold labels. For voting,
users are asked to consider both a claim’s persua-
siveness and its relevance to the claim it replies to,
in equal weight.> When using such labels, super-
vised learning (Figure 2a) and standard transformer
fine-tuning (Figure 2b/b’) can learn the semantics
of the task only through the mapping from claim
to vote, risking spurious correlations (Thorn Jakob-
sen et al., 2021) as well as bias (Spliethéver and
Wachsmuth, 2020). The equal weighting will likely
not to be captured either, as users may not weigh
systematically, may not have read instructions, or
may just have a subjective perception.

Moreover, the same claim should certainly be
assessed differently depending on the setting (be-
yond kialo.com). From a deliberative perspective,
for example, it lacks a concrete counterproposal
(e.g., even if we do not censor, a preface should
be added or teachers should discuss the load of
the N-word in everyday life). Moving to quality im-
provement, the claim may need to be revised for
specific audiences, for example, the concept of
“everyday midwest American English” may be com-
pletely opaque to people with low literacy.

Instructions may overcome all these challenges.
An example may be: “Rate the claim’s quality from
the perspective of deliberation, when presented to
a person of low literacy”. This makes the seman-
tics of the task much more explicit, likely reducing
biases and spurious correlations. It performs a
stage-setting and an addressee-setting function
which are crucial for assessment and improvement.
We do not aim to come up with the best instructions
in this paper, but see this as a task for future work.
Rather, we discuss how to systematize respective
instruction fine-tuning attempts.

2https://support.kialo-edu.com/en/hc/about-voting/

3.4. Blueprint for Instruction Fine-Tuning

Effective processes for the general instruction fine-
tuning of LLMs have already been established in
prior work (Taori et al., 2023). Given the discussed
advantages of such LLMs over previous models,
we argue that argument quality assessment may
be brought to the next level through systematic
approaches to task-related instruction fine-tuning.
The idea is to bring specific knowledge about theo-
ries, circumstances, and ethical constraints of ar-
guing along with ways of how to solve argument-
related problems into the fine-tuning process. As a
blueprint, such an approach could roughly consist
of the following stages:

1. Start from a general instruction-following LLM,
such as Alpaca (Taori et al., 2023). Even some
standard pretrained transformer may suffice, if
general instructions are added to Step 2.

2. Acquire a seed set of argumentation-specific
instructions, covering concepts such as those
in the previous subsection. For example, these
instructions can be derived manually or semi-
automatically from the various datasets and
experiments covered in the surveyed papers.

3. Depending on available resources, apply tech-
niques such as reinforcement learning using
human feedback (Ouyang et al., 2022), fine-
tuning on self-generated instructions (Wang
et al., 2023b), or other instruction fine-tuning
mechanisms that are proposed in research.

4. Align the behavior of the instruction fine-tuned
LLM on new unseen tasks at hand using sys-
tematic prompt design, for example, via soft
prompting (Qin and Eisner, 2021) or sociode-
mographic prompting to emulate social profiles
of debaters and audiences (Beck et al., 2023).
Due to Step 3, these tasks now benefit from
argument-specific task-solving skills.

At least for fact-related argument quality dimen-
sions, such local acceptability (Wachsmuth et al.,
2017Db), an additional step may be to systematically
work against hallucinations, by teaching the LLM to
check arguments against some fact source (e.g., a
knowledge base or a corpus). Factuality measures
may be included in the model optimation for this
purpose. We note, though, that this presupposes
a setting in which sources can also be accessed at
inference time. Besides, many quality dimensions
are actually not (inherently) about facts, such as
those from rhetorics (Wachsmuth et al., 2017b).

We expect that the resulting LLM will assess ar-
gument quality more reliably in line with the theories
behind diverse quality notions and will adjust to the
subjective viewpoints of interest. Thereby, various
new opportunities emerge for real-world applica-
tions, as discussed in the next section.
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3.5. Evaluation of Quality Assessment

Finally, we make a note on the evaluation of LLM-
based argument quality assessment, to give a ba-
sic guideline. Various ways of evaluating assess-
ment have been pursued in prior work; particu-
larly, there is a debate about whether quality should
be assessed in absolute terms, based on a given
score range, or in relative terms, comparing differ-
ent arguments to one another (Wachsmuth et al.,
2017a). Instruction-following LLMs might not en-
tirely resolve the issue behind; while they provide
new means for a reliable evaluation (e.g., handling
of context), their generative nature may also com-
plicate the validation against some ground-truth.
Ultimately, a fully unified evaluation procedure
may not be possible, because it depends on what in-
formation is available in a given assessment setting.
Rather, we propose that an evaluation procedure
ideally takes into account the main decisive factors
of quality, as we exemplified for the Huckleberry
Finn claim above: What quality dimension is of in-
terest, who is the audience of the argument, and
similar. The evaluation may happen on a careful
selection of existing datasets, but new benchmarks
that account for the factors may be needed, too.
Criteria-wise, we see a mix of absolute and rel-
ative assessment as best approximating how hu-
mans assess quality, but this requires careful oper-
ationalization: Many argument quality dimensions
imply some hard constraints, which speaks for an
absolute part (e.g., are the argument’s premise
acceptable?). However, there may not be a clear
best/worst quality for an argument, which speaks
for a relative part wherever other arguments are
accessible (e.g., are the premises more acceptable
than those of other arguments?). Instruction fine-
tuning should prepare an LLM for dealing with both
parts and, hence, be evaluated against them.

4. Opportunities for the Real World

Arguably, instruction-following LLMs generally pro-
vide great opportunities for NLP and its applications.
Their wide and easy applicability, along with their
often low need for task-specific training data, is
particularly beneficial in the context of interdisci-
plinary research. With a successful realization of
the blueprint delineated above, however, we explic-
itly see specific potential for computational argu-
mentation applications, due to their inherent need
for argument quality assessment (see Section 1).
We now sketch some of the main opportunities we
see. Partly, they bring up ethical concerns, though,
that we discuss at the end of the paper (Section 6).

Debating Technologies So far, one of the most
impressive applications is IBM’s Project Debater,

which has competed well with professional human
debaters (Slonim et al., 2021). Its quality assess-
ment methods are audience-agnostic (Toledo et al.,
2019; Gretz et al., 2020), which may not suffice to
convince people across diverse backgrounds, as
research indicates (Alshomary et al., 2022). More-
over, Project Debater’'s arguments are retrieved,
recomposed, and rephrased rather than written
naturally. If controlled well, the generation capa-
bilities of LLMs may advance notably on the latter,
whereas our proposed fine-tuning process may ex-
plicitly target the adjustment to audiences.

Argument Search Argument search aims to find
the best pros and cons on controversial topics. Un-
like for debating technologies, its goal to aid self-
determined opinion formation suggests not to tune
towards audiences. However, argument search en-
gines miss a reliable quality-based ranking so far
(Wachsmuth et al., 2017c; Stab et al., 2018; Du-
mani et al., 2020), likely due to the heterogeneity
of argumentative domains and genres on the web.
The low training need of instruction-following LLMs
may alleviate this shortcoming. In addition, the text
rewriting capabilities of LLMs may be employed to
optimize the presentation of arguments (Skitalin-
skaya et al., 2023), or to fill gaps as needed. We
expect that convincing rankings and presentations
are key to making people open to argument search,
enabling them to overcome filter bubbles.

Discussion Moderation The moderation of (on-
line) content is critical to ensure healthy and pro-
ductive discussions (Park et al., 2012, 2021; Vecchi
et al., 2021). This holds particularly for deliberative
contexts, where participants should be supported in
communicating their viewpoints. Effective modera-
tion reaches a bottleneck as the scale of online dis-
cussions grows (Klein, 2012; Shortall et al., 2022).
LLMs instructed for argument quality can assist
moderation efforts by detecting possible violations
of community guidelines, inappropriate language,
or generally low-quality arguments in discussions.
This way, moderators can focus their attention on
nuanced cases and appeals, optimizing efficiency
and ensuring a healthier discourse. In some set-
tings, generative LLMs could even lead a dialogue
with users to provide clarifications, feedback, and
improvement suggestions.

Argumentative Writing Support LLMs may fur-
ther provide individualized education to learners
(e.g., students or non-native speakers) as well as to
everyday writers (e.g., e-commerce customers), for
instance, by giving feedback on the quality of their
arguments (Carlile et al., 2018; Chen et al., 2022a).
Instruction fine-tuning makes it easier to go beyond
simple quality scoring (e.g., how clear an argument
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is) to targeted hints (e.qg., Provide more evidence
for your initial claim!). Prompted with the writing
goal, LLMs may also suggest argument comple-
tions, such as missing conclusions (Gurcke et al.,
2021). With these means, students may learn to
reason more soundly, product reviews can become
more informative, and so forth. LLMs instructed
with the concrete feedback scenario (e.g., a stu-
dent learning to write essays in English) will help to
further individualize support and may even adjust
to the specific learning need of the user.

Other Applications In several other scenarios,
argument quality is crucial. One example is to gen-
erate summaries of the best arguments in news arti-
cles (Syed et al., 2020) or online discussions (Syed
et al.,, 2023). Here, instruction-following LLMs
can interpret the term best as needed—without
any task-specific fine-tuning. In the medical do-
main, argument quality plays a central role for
evidence-based medicine (Mayer et al., 2021). A
well-instructed LLM may assess evidence strength,
thus enabling better inferences based on clinical
trials or reports. Similarly, the reasonableness of
arguments on health discussion online platforms
may be evaluated. Further scenarios include e-
commerce. There, an LLM-based service chatbot
can, for example, select arguments based on qual-
ity notions (e.g., clarity) to explain to customers why
a request cannot be completed, to minimize their
dissatisfaction. Argument quality may also be as-
sessed in recommender systems to make justified
suggestions based on compelling reasons.

Implications for Research Finally, we also see
great potential for diversity and subjectivity-aware
instruction fine-tuning when it comes to driving fun-
damental research, as sketched here for two exam-
ples: interdisciplinary work at the interface of NLP
and computational social science, and the method-
ological development driven by the need to cope
with subjectivity in argument quality annotations.
The social science context adds even more di-
versity, including sophisticated quality notions and
domain-specific language, along with new chal-
lenges, such as well-curated and annotated, but
small and imbalanced datasets (Falk and Lapesa,
2022). Our instruction fine-tuning blueprint fits ex-
actly such scenarios: annotation guidelines serve
as instructions, highly-curated annotations as rein-
forcement examples, and the knowledge encoded
in LLMs alleviates resource-lean issues. Addition-
ally, the scene-setting function of instruction fine-
tuning (see Section 3) has the potential to address
the deliberative goal of defining and quantifying dis-
course quality across contexts (Esau et al., 2021).
The multiple factors of subjectivity influencing ar-
gument quality perception (debater and audience

beliefs, values, etc.) often limit the inter-annotator
agreement (Wachsmuth et al., 2017b). Ultimately,
subjectivity is a constitutive feature of argument
quality, as indicated above. Romberg (2022) sug-
gest to join the perspectivist turn of machine learn-
ing and NLP (Plank, 2022; Cabitza et al., 2023) in
computational argumentation. LLMs’ perspective-
taking capabilities could be a game changer for
this, assuming that the risks of sociodemographic
prompting (Beck et al., 2023) and stereotypes
(Cheng et al., 2023) are properly dealt with.

5. Conclusion

Argument quality assessment has become a core
task in NLP research on computational argumenta-
tion, due to its importance for various applications,
from debating technologies and argument search
to discussion moderation and writing support. How-
ever, a reliable assessment is often hampered by
the diversity of quality notions involved and the sub-
jectivity of their perception. In this survey-based
position paper, we have raised the question of how
to drive research on instruction-following large lan-
guage models (LLMs) for argument quality to sub-
stantially evolve the state of the art.

Our survey of 83 recent papers confirms that
argument quality research often targets conceptual
quality notions and the factors that influence these
notions, aside from the computational assessment
and improvement of argument quality. We have
argued that many limitations of prior work can be
overcome, if LLMs are not just simply prompted
for argument quality assessment, but if systematic
ways to instruct LLMs for argument quality during
instruction fine-tuning are found. This is due to the
fact that instruction-following LLMSs, for the first time
in machine learning-based NLP research, make the
connection between inputs and outputs of tasks
explicit, namely, through the instructions. Thereby,
all knowledge that an LLM has processed during
pretraining and fine-tuning can be shared across
tasks and contexts.

To guide future work in this direction, we have
delineated a blueprint of how to approach the in-
struction fine-tuning process. Realizations of this
process will likely bring up further problems, not
all are foreseeable at this point. Moreover, LLMs
that effectively predict human perception of argu-
ment quality directly raise concerns, as detailed
in our ethics statement below. Still, we are confi-
dent that coordinated efforts towards sustainable
research on LLMs for argument quality will enable
the community to progress on core visions of com-
putational argumentation—whether it is about ways
to overcome filter bubbles or about the individual-
ized support of argumentation learners. The paper
at hand seeks to lay the ground for this research.
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6. Ethics Statement

Despite the huge potential of instruction-following
LLMs for argument quality assessment across vari-
ous applications of computational argumentation
outlined in Section 4, the blueprint from Section 3
also comes with limitations and ethical concerns.
We acknowledge and analyze these in this section.

6.1.

The discussed potential we see is based on our
survey of argument quality research (Section 2),
initial works of the emerging body of instruction
fine-tuning research (e.g., Peng et al., 2023), and
our own preliminary tests. Yet, the work at hand re-
mains a position paper, meaning that experimental
research still needs to establish whether the out-
lined blueprint or similar paths will actually result in
substantial progress. It is possible that argument-
specific instruction fine-tuning of large language
models (LLMs) does not improve over the capa-
bilities of a general large-scale tuning. Also, the
systematic ways that we have proposed to estab-
lish above remain to be found; there is no obvious
way of directly obtaining them. This challenge is in
line with the overall state of instruction fine-tuning
research, both in academia and in industry.

Regarding the specific challenges of argument
quality raised in Section 1, another limitation refers
to general possibility that information required to
achieve a realiable assessment is simply not avail-
able, due to specificities of the setting or underlying
privacy regulations. This particularly includes the
audience whose quality perception is to be repre-
sented, but possibly also aspects of the (temporal,
geographical, and social) context in which an ar-
gument is to be considered. Also, as soon as we
rely on human-created training data for instruction
fine-tuning, the creators’ biases and values affect
its impact. Ultimately, we cannot expect LLMs to
tackle a task reliably under conditions that simply
do not suffice to make an informed judgment.

Limitations

6.2. Ethical Concerns

Many arising ethical issues of the use of LLMs
for argument quality assessment are general and
not specific to computational argumentation, such
as the increased environmental impact of bigger
models, privacy issues, hallucinations, the potential
of models to encode unfair exclusive (Dev et al.,
2021; Lauscher et al., 2022a) and stereotypical bi-
ases (Blodgett et al., 2020), which may result in
allocational and representational harms (Barocas
et al., 2017). However, we believe that some of
them deserve specific attention in scenarios where
argument quality is assessed or optimized, particu-
larly when leveraging the power of LLMs.

In particular, argument quality assessment may
be used in sensitive applications such as digital
education; for example, to support argumentative
writing or to provide guidance on political opinion
formation. For such applications, factual errors are
particularly problematic, as they may easily lead
to wrong or shifted beliefs. Whenever LLMs may
generate argumentative content, say, for debating
technologies or to fill gaps in argument search as
discussed, extra measures should thus be taken
to prevent hallucinations. We have sketched how
to generally account for them in Section 3, but fully
avoiding them may be hard given how LLMs work.

Similarly, unfair social biases are easy to perpet-
uate in such applications, since the output of LLMs
for argument quality assessment will often directly
affect human views. This raises various integral
and partly self-referential questions, such as who
decides on what makes a good argument, or, how
to decide on the ethical uses of instruction-following
LLMs in argument quality assessment? We expect
that universally-accepted answers to these ques-
tions may not exist, as they also depend on the
values within a culture or society.

As the limitations discussed above imply, further
ethical concerns refer to the tension between the
inclusion of audience and debater information for
a more accurate quality assessment. While an
argument’s persuasive effect is, for instance, highly
dependent on the sociodemographic aspects of
its audience, it is questionable in general to what
extent an application of respective methods should
have access to personal data. Such aspects need
to be handled with care, and under consultation
with an ethics board, where needed.

For a successful and societal beneficial use of
instruction-following LLMs, we thus conclude that
future research on argument quality assessment
needs to find answers to such questions and to
proactively raise and discuss them explicitly.
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Table 1: The list of all 83 surveyed NLP, Al, IR, and CA papers, ordered by their primary general research
direction and main aspect and then by author names and year. 23 papers deal with conceptual notions
primarily, 31 with influence factors, 21 with computational models, and eight have other primary directions.
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