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Abstract

Deep neural networks (DNNs) are notoriously vulnerable to adversarial attacks that place carefully crafted
perturbations on normal examples to fool DNNs. To better understand such attacks, a characterization of the features
carried by adversarial examples is needed. In this paper, we tackle this challenge by inspecting the subspaces
of sample features through spectral analysis. We first empirically show that the features of either clean signals or
adversarial perturbations are redundant and span in low-dimensional linear subspaces respectively with minimal
overlap, and the classical low-dimensional subspace projection can suppress perturbation features out of the
subspace of clean signals. This makes it possible for DNNs to learn a subspace where only features of clean signals
exist while those of perturbations are discarded, which can facilitate the distinction of adversarial examples. To
prevent the residual perturbations that is inevitable in subspace learning, we propose an independence criterion to
disentangle clean signals from perturbations. Experimental results show that the proposed strategy enables the
model to inherently suppress adversaries, which not only boosts model robustness but also motivates new directions
of effective adversarial defense.
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1. Introduction not on) clean data submanifold (Szegedy et al.,

Pre-trained language models (PLMs) are excel-
lent feature extractors that map discrete inputs into
fixed-length representations, which are then fed
into a classifier for downstream tasks (Devlin et al.,
2019; Liu et al.,, 2019). Despite their great suc-
cess, PLMs have been proven to be vulnerable to
adversarial examples generated by placing pertur-
bations on clean inputs (Garg and Ramakrishnan,
2020; Zhang et al., 2020). Adversarial perturba-
tions are often imperceptible to human, but can in-
duce models to make erroneous predictions (Good-
fellow et al., 2015; Ren et al., 2019). Extensive
researches have shown that adversarial vulnera-
bilities are prevalent in various NLP tasks, raising
security issues in practical applications (Wallace
et al., 2019; Zhang et al., 2021; Lin et al., 2021;
Chen et al., 2023; Zheng et al., 2023a).
Developing an understanding of the properties
of adversarial perturbations and examples is a key
requirement for adversarial defense. Tsipras et al.
(2019) and llyas et al. (2019) argue that the non-
robust parts of the features (those that generalize
well but are brittle) can be manipulated by attack-
ers to generate adversarial examples. Moreover,
the adversarial examples lie in low-probability data
regions (not naturally occurring) and close to (but

* Equal contribution.
T Corresponding authors.

2014; Tanay and Griffin, 2016). Akhtar et al. (2018)
further emphasize that adversarial perturbations
on different data are highly correlated and redun-
dant. There exists a low-dimensional region, and
perturbations belonging to this region can fool the
model when added to any data point (Bao et al.,
2023). To summarize, the known properties of ad-
versarial perturbations are: 1) they originate from
non-robust features; 2) they push data away from
(but are close to) the clean data submanifold; and
3) they are highly correlated and redundant.

A number of methods are proposed to elimi-
nate the affects of adversarial perturbations (Zheng
et al., 2023b). Adversarial training is one of the
most reliable techniques that generate adversar-
ial examples for the training process and optimize
model parameters to improve robustness (Madry
et al., 2018; Zhu et al., 2020). Allen-Zhu and Li
(2021) point out that adversarial training works by
purifying some dense and complex features, rather
than removing non-robust features. The informa-
tion bottleneck-based methods (Alemi et al., 2017;
Fischer and Alemi, 2020; Kim et al., 2021) aim to fil-
ter out excessive and noisy information that may in-
vite adversarial attacks by compressing the mutual
information between inputs and representations.
However, in high-dimensional feature spaces, the
mutual information is calculated by approximate
techniques with high cost.
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In this paper, we show that, if studied from a fea-
ture perspective, a significant difference between
clean signals and adversarial perturbations can be
observed. By applying principal component anal-
ysis (PCA) (Jolliffe and Cadima, 2016) to the fea-
tures encoded by PLMs, we show that the features
of either clean signals or adversarial perturbations
are redundant and lie in low-dimensional linear
subspaces respectively with minimal overlap. This
suggests that adversarial perturbations can be sup-
pressed by discarding features outside of the clean
signal subspace. To verify this, we project the ad-
versarial examples onto clean subspaces, which
significantly improves the robustness of the model
while maintaining satisfactory performance on the
main task. Furthermore, as shown in Figure 2, we
find that the clean subspace projector acts like a
noise filter to eliminate the high feature magnitudes
introduced by adversarial perturbations.

Based on the above analysis, we propose a
new defense strategy, named subspace defense,
which adaptively learns (with an auxiliary linear
layer) a subspace for clean signals, where only fea-
tures of clean signals exist while those of perturba-
tions are discarded. The subspace defense layer
aims to learn a low-dimensional linear structure
for the features of clean signals to retain as many
task-relevant features as possible, and therefore
inevitably preserve irrelevant features. Therefore,
we introduce the Hilbert-Schmidt independence
criterion (HSIC) (Gretton et al., 2005) to ensure
independence between preserved and discarded
features, reducing the residual adversarial pertur-
bations. Our key contributions are summarized as
follows:

» We identify that, from a feature perspective,
the features of either clean signals or adver-
sarial perturbations are redundant and lie in
low-dimensional linear subspaces respectively
with minimal overlap, and the classical projec-
tion can suppress perturbation features out-
side the subspace of clean signals.

* We propose a new defense strategy, named
subspace defense, which adaptively learns
(with an auxiliary linear layer) a subspace for
clean signals, where only features of clean
signals exists while those of perturbations are
discarded.

» We empirically show that our subspace de-
fense strategy can consistently improve the
robustness of PLMs. Subspace defense
strategy can accelerate the robustness con-
vergence of adversarial training, thus avoid
lengthy training processes.

2. Related Work

2.1. Textual Adversarial Attack

Text perturbation, unlike image attacks that operate
in a continuous input space, needs to be performed
discretly (Zhang et al., 2020; Wang et al., 2021b).
Text attacks typically craft adversarial examples
by deliberately manipulating characters (Ebrahimi
et al., 2018; Gao et al., 2018), words (Ren et al.,
2019; Jin et al., 2020; Li et al., 2020a; Alzantot
et al., 2018; Zang et al., 2020; Maheshwary et al.,
2021), phrases (lyyer et al., 2018), or even the en-
tire sentence (Wang et al., 2020). The word-level
attacks, which are the most common ones, use the
greedy algorithm (Ren et al., 2019) or combinato-
rial optimization (Alzantot et al., 2018) to search for
the minimum number of substitutions. Moreover,
these attacks all guarantee the fluency of adversar-
ial examples from the perspective of semantics (Li
et al., 2020a) or embedding space (Jin et al., 2020)
to generate more stealthy adversarial examples.

2.2. Textual Adversarial Defense

In order to counter the adversarial attackers, a va-
riety of defense methods are proposed to improve
the robustness of the model (Zheng et al., 2023c).
Adversarial training-based approaches generate
adversarial examples during the training process
and optimize the model to defend against them
(Madry et al., 2018; Zhu et al., 2020; Liu et al.,
2022). The information bottleneck approaches aim
to filter out the redundant information contained
in word embeddings and feature representations
(Alemi et al., 2017; Fischer and Alemi, 2020; Kim
et al., 2021). Zheng et al. (2022) prove that it is
possible to extract robust subnetworks from the
pre-trained model, and these subnetworks can be
used for robust training as a robust alternative to
the original model (?). In this paper, we eliminate
non-robust and redundant features by projecting
the perturbed features onto a low-dimensional sub-
space of clean signals. Compared with the infor-
mation bottleneck-based approaches, our method
is more efficient and has a stronger suppression
effect against adversarial noise.

3. Spectral Analysis in Feature Space

In this section, we first show empirically that the
features of either clean signals or adversarial per-
turbations are redundant and span in linear sub-
spaces with minimal overlap between each other.
We then prove that the classical projection can sup-
press perturbation features outside the subspace
of clean signals.
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Figure 1: (a) Spectral analysis of features of clean signals, adversarial perturbations, adversarial examples
on SST-2. (b) and (c) respectively show the accuracy (%) and robustness evaluation (accuracy under
TextFooler attack) after projecting the perturbed features on p-clean signal subspace.
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Figure 2: Averaged feature magnitudes of clean
signals, adversarial examples and their corre-
sponding projected counterparts. Low-dimensional
(p = 2) clean subspace projector acts like a noise
filter to eliminate the high feature magnitudes intro-
duced by adversarial perturbations.

3.1. Threat Model

Given a dataset D = {(x;, ;) }; with C classes,
x; denotes the input embedding vector and y;
is the label. Pre-trained language model f(-),
such as BERT (Devlin et al., 2019) and RoBERTa

(Liu et al., 2019), is composed of a feature ex-
tractor A(-) : RP — R? and a linear classifier
g(-) : R? — RY, where d is the feature size. In
BERT-like models, the special [CL.s] token at the
top layer is used to aggregate contextual informa-
tion and serve as feature representations. Then
features are fed to a classifier for sentence-level
tasks, such as sentiment analysis or natural lan-
guage inference.

Adversarial attack. Consider a natural input x
and a target threat model f, the adversarial at-
tacker adds a small perturbation Ax to x such that:
argmax f(x+ Ax) # yYtrue, Where f(x+ Ax) is the
wrong predication of x + Ax, and y;,.. denotes the
true class label of x. In practice, the perturbation
Ax is often imperceptible to humans, and the per-
turbed input x’ = x + Ax that causes the model
to misclassify x is called as an adversarial exam-
ple. In the NLP domain, Ax consists of adding,
removing or replacing a set of phrases, words or
characters in the original text.

3.2. Spectral Analysis

The learned feature of x; is h(x;), after centraliz-
ing clean features (i.e. & >N h(x;) = 0), the
clean feature matrix can be denoted as H =
[h(x1), h(x2), ..., h(xn)]T € RV*d with N > d.
We decompose the clean feature matrix H by sin-
gular value decomposition (SVD) (Horn and John-
son, 2012):

H=UxZVT, (1)

where U € RV*N and V € R%? are orthogo-
nal matrices, X is an N x d rectangular diagonal
matrix with non-negative real numbers on the diag-
onal. The columns of U and V are called left and
right singular vectors, respectively. The diagonal
entries o; = X, ,; of 3 are uniquely determined
by H and are known as the singular values with
o1 > 09... > o, > 0. The number of non-zero
singular values is equal to the rank of H. Simi-
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larly, the feature matrix of adversarial examples
is H = [h(x}),h(x}),...,h(xy)]T € RV*4, and
the feature matrix of perturbations is denoted as
AH=H-H'.

Singular value distributions. We plot the singular
values of the clean, adversarial and perturbation
feature matrices to visualize their differences. All
features are extracted from the test data of SST-2
and their corresponding adversarial examples. As
shown in Figure 1(a), the singular values of the
natural and perturbation features decay faster than
those of the adversarial features. This means that
the natural examples and the adversarial pertur-
bations lie in low-dimensional feature subspaces,
which are smaller than the feature subspace of
adversarial examples. More importantly, this indi-
cates that there is little overlap between the clean
feature subspace and the perturbation feature sub-
space. These analyses provide the possibility of
projecting adversarial examples onto the feature
subspace of clean signals to suppress the adver-
sarial perturbations (Vaswani et al., 2018).

3.3. Subspace Projection

Keeping the first p principal components of the
clean matrix H, we use the first p right singular
vectors to generate a projection onto the subspace
of clean signals for adversarial example x;:

hy(x}) = V, Vi h(x]), (2)
where V,, € R4*? consists of the first p right sin-
gular vectors, V,,V' € R**¢ denotes the orthopro-
jector onto the p-dimension subspace M,,. This
formulation can be interpreted as preserving the
maximum feature component that can be charac-
terized in M,. We visualize the accuracy and
accuracy under attack (for robust evaluation) of
the projected adversarial features h,(x;).
Improving robustness. As shown in Figure 1(b),
the accuracy is high even in the low-dimensional
subspace, which is consistent with the sharp de-
crease in singular values for accuracy. In addi-
tion, the low-dimensional clean subspace projec-
tion can effectively improve the robustness of the
model, while the adversarial subspace projection
cannot. Therefore, by performing clean subspace
projection with appropriate dimensionality, not only
the performance on accuracy can be guaranteed,
but also the effect of adversarial examples can
be effectively reduced (although not completely
avoided).
Figure 2 illustrates the averaged magnitudes of
clean features, adversarial features, and their cor-
responding projected features. The feature magni-
tudes of adversarial examples are generally higher
than that of clean examples, and there are out-
liers in some dimensions that deviate significantly

from the clean features. Adversarial perturbation
exhibits a significant distorting effect on the clean
features, which leads to incorrect predictions of the
classifier. As shown in Figure 2(b), the subspace
projection can effectively narrow the magnitude
gap between the features of clean and adversarial
examples.

4. Proposed Method

Based on the above analysis, we introduce our sub-
space defense strategy, which dynamically learns
a subspace in which only features of clean signals
are preserved and features of perturbations are
discarded.

4.1.

Our previous results show that clean features span
in a low-dimensional linear subspace. When pro-
jecting learned features into this clean subspace, it
is possible to obtain both good generalization and
robustness. Inspired by this, our goal is to learn
an r-dimensional linear feature subspace for the
clean examples and to remove redundant features
that could be manipulated by the attacker.

In subspace learning module, we first apply
a projection layer Proj(-) to project the feature
h(x;) € R¢ onto the r-dimensional subspace
h(x;) — h.(x;) € R, and then use the back-
projection layer Projy,(-) to project h,.(x;) onto the
original feature space h,.(x;) — h(x;) € R?. For-
mally, the final learned feature is:

Subspace Learning Module

he(xi) = Proj (h(xy)),

N s 3)
h(x;) = Projy(h,(x:)),

where Proj(-) and Projy,(-) are two linear layers de-
fined as follows: Proj(h(x;)) = W1h(x;) + b; and
PI‘Ojb(i?/T(Xi)) = ngLT(XZ‘) + by with W, € RTXd,
W,y € R¥%" by € R™ and b, € R? are trainable
parameters. Ideally, we would like to optimize the
subspace learning module so that it maintains the
underlying linear structure of the clean features.
Thus, we consider the reconstruction loss:

ﬁrscon = ||h(X7) - H(Xz)H% (4)

By using subspace learning module, features out-
side the clean subspace (typically adversarial per-
turbations) will be discarded.

Comparison with Autoencoder. The autoen-
coder operates by receiving data, compressing
and encoding the data, and then reconstructing
the data from the encoded representation (Kramer,
1991; LeCun et al., 2015). The model is trained
to minimize losses and the data is reconstructed
as similar as possible. Through this process, the
autoencoder learns important features of the data.
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The goal of both the autoencoder and our pro-
posed method is to determine which aspects of
the input need to be preserved and which can be
discarded. Our method differs from autoencoder in
that: (1) We use linear layers as projectors, while
autoencoder usually uses a nonlinear encoder and
decoder; (2) An autoencoder obtains representa-
tions of samples from the input space, while our
subspace learning module processes these repre-
sentations to obtain a cleaner one.

4.2. Hilbert-Schmidt Independence
Criterion

Subspace learning, such as PCA has the charac-
teristic of being the optimal orthogonal transforma-
tion for keeping the subspace that has largest “vari-
ance”. In Equation (2), the matrix V,, V" projects
the features onto the p-dimensional subspace M,,
while matrix I, — V,, V' denotes the projector onto
the orthogonal complement space M;. Therefore,
preserved features and discarded features are in-
dependent of each other. To achieve this property,
we need to measure the degree of independence
between the continues random variables h(x;) and
h(x;) — h(x;) in high-dimensional spaces, and it
is infeasible to rely on histogram-based measures.
Thus, we chose to adopt the Hilbert-Schmidt Inde-
pendence Criteria (HSIC) (Gretton et al., 2005).

For two random variables u and v, HSIC(u, v) is
the Hilbert-Schmidt norm of the cross-covariance
operator between u and v in Reproducing Kernel
Hilbert Space (RKHS). HSIC is able to capture non-
linear dependencies between random variables,
HSIC(u,v) = 0 if and only if u L v. Formally,
HSIC(u, v) is defined as:

HSIC(U, V) = Euvu’v’ [k(ll, ul)k(v7 VI)}
FEuw [k(u, 1) Eyy [k(v, V)]
— 2By (B [k (0, )| By [k (v, V)],

where u’, v’ are independent copies of u, v, and k&
is the radial basis function (RBF) kernel.

In practice, the finite-sample estimates of
HSIC(u, v) are used for statistical testing (Gretton
et al., 2007), feature similarity measures (Kornblith
et al., 2019), and model regularization (Quadrianto
etal.,, 2019). The unbiased estimator of HSIC(u, v)
with n samples can be defined as (Song et al.,
2012):

1
HSI = - av’
SIC(u,v) P [tr(av’)
Te11To7T
17ull’vil 2 176971,
m—1n-2) n-2

where ﬁij = (1 — 52‘]‘)]6(111‘,11]‘) and \N/'ij = (1 —
8i;)k(vq,vj), i.e., the diagonal entries of & and v
are set to zero.

To ensure the preserved features h(x;) and dis-

card features h(x;)—h(x;) are independent of each
other, we have:

Lhsie = Y HSIC (h(x:), h(xs) = hix:)) . (5)

Note that the reconstructed feature h(x;) is then
fed to the classifier for downstream tasks.

4.3. Model Training

The subspace defense module can be used as an
auxiliary component of the network and can be
trained using standard training or different types
of adversarial training. Here, we take the original
adversarial training as an example and define loss
functions to train simultaneously the network and
our subspace defense module:

£allfaif = ‘Cadv + £recon +A- Ehsicv (6)

where A > 0 is the balancing hyperparameter,
Ladw = Lee(X',0) is the adversarial loss, and the
adversarial example x’ is generated by:

L(x',y,0), (7)

x' =arg max

[l —x||m<e

where ||x" — x||r < e denotes the Frobenius nor-
malization ball centered at x with radius e.

A wide range of attack methods have been pro-
posed for the crafting of adversarial examples. For
example, PGD iteratively perturbs normal exam-
ple x for a number of steps K with fixed step size
7. If the perturbation goes beyond the e-ball, it is
projected back to the e-ball (Madry et al., 2018):

Xf? — H (Xf_l + n- Sign(vxé(x»];_lﬂyi? 0))) ’

where x¥ is the adversarial example at the k-th
step, sign(-) denotes the sign function and [](-) is
the projection function.

5. Experiments

In this section, we conduct several experiments to
demonstrate the effectiveness of our method over
multiple NLP tasks such as text classification. We
first compare our method against five competitive
baselines in terms of accuracy on clean datasets
and robust evaluation. Then, we perform an abla-
tion study to confirm the importance of adversarial
loss objective. We use widely adopted BERTgAsE
as the backbone model which is implemented by
Huggingface Transformers® (Wolf et al., 2020) li-
brary.

"https://github.com/huggingface/transformers
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Dataset Method Clean, BERT-Attack TextFooler TextBugger
Aua% #Query | Aua% #Query | Aua% #Query

Fine-tune 92.1 4.0 907.6 5.3 701.7 15.0 563.3

PGD 92.1 9.0 1886.5 17.8 1331.4 36.2 799.3

IMDB FreelLB 92.0 27.9 2528.0 34.7 1724.7 51.6 1079.4
InfoBERT 92.1 28.9 2581.8 36.0 1744.9 53.4 1096.5

RobustT 91.8 69.9 3262.2 71.0 2112.8 71.9 1139.9

Ours 92.3 78.6 4275.6 78.6 2673.7 | 83.5 1749.5
Fine-tune 94.7 4.1 412.9 14.7 306.4 40.0 166.2

PGD 95.0 20.9 593.2 36.0 399.2 56.4 193.9
AGNews FreeLB 95.0 19.9 581.8 33.2 396.0 52.9 201.1
InfoBERT 94.4 11.1 517.0 25.1 374.7 47.9 193.1

RobustT 94.9 21.8 617.5 35.2 415.6 49.0 206.9

Ours 93.8 38.6 744.1 49.3 448.1 60.1 219.7
Fine-tune 92.1 3.8 106.4 6.1 90.5 28.7 46.0

PGD 92.2 13.4 151.3 18.1 118.5 44.2 53.6

SST2 FreeLB 91.7 23.9 174.7 29.4 132.6 49.7 53.8
InfoBERT 92.1 14.4 162.3 18.3 121.4 40.3 51.2

RobustT 90.9 20.8 169.2 28.6 149.8 43.1 53.9

Ours 91.3 36.5 201.2 46.3 167.3 54.5 62.3

Table 1: Main results on adversarial robustness evaluation. The proposed method achieves a significant
improvement of robustness compared with other baselines. The best performance is marked in bold.

5.1. Datasets

We consider three commonly used text classifica-
tion datasets in our experiments: Stanford Sen-
timent Treebank of binary classification (SST-2)
(Socher et al., 2013), AG News corpus (AGNews)
(Zhang et al., 2015) and Internet Movie Database
(IMDB) (Maas et al., 2011). The first two are binary
sentiment analysis tasks that classify reviews into
positive or negative sentiment, and the last is a
classification task in which articles are categorized
as world, sports, business or sci/tech.

5.2. Baselines

We compare our method against the basic fine-
tuning method and five competitive adversarial
defense methods in terms of accuracy on clean
datasets and robust evaluation. (1) Fine-tune (De-
vlin et al., 2019): The official implementation for
BERT on downstream tasks. (2) FreeLB (Zhu et al.,
2020): An enhanced gradient-based adversarial
training method which is not targeted at specific
attack methods. (3) PGD (Madry et al., 2018): Pro-
jected gradient descent that formulates adversarial
training algorithms into solving a min-max problem
that minimizes the empirical loss on adversarial
examples that can lead to maximized adversarial
risk. (4) InfoBERT (Wang et al., 2021a): A learn-
ing framework for robust fine-tuning of PLMs from
an information-theoretic perspective. (5) RobustT
(Zheng et al., 2022): Robust Lottery Ticket Hypoth-

esis finds the full PLM contains subnetworks, i.e.,
robust tickets, that can achieve a better robustness
performance.

5.3. Attack Methods and Evaluation
Metrics

Three well-received attack methods are adopted to
evaluate our method against baselines. (1) BERT-
Attack (Li et al., 2020b) generates adversarial sam-
ples using pre-trained masked language models ex-
emplified by BERT, which can generate fluent and
semantically preserved samples. (2) TextFooler
(Jin et al., 2020) identifies the words in a sentence
which is important to the victim model, and then
replaces them with synonyms that are semantically
similar and syntactically correct until the model’s
prediction for that sentence changes. (3) TextBug-
ger (Li et al., 2019) generates misspelled words by
using character-level and word-level perturbations.
We use TextAttack? toolkit to implement these at-
tack methods in adversatial attack experiments.
The evaluation metrics used in our experiments
are shown bellow: Clean accuracy (Clean%) de-
notes the accuracy on the test dataset. Accu-
racy under attack (Aua%) represents the accu-
racy under adversarial attacks. Number of queries
(#Query) refers to the average number of queries
made by the attacker to the victim model. For the
same attack method, models with higher robust-

2https://github.com/QData/TextAttack
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Aua%

Dataset Method Clean%
TextFooler TextBugger
Fine-tune 91.6 4.7 10.5
PGD 91.2 12.2 18.7
QNLI FreelLB 90.5 12.8 12.0
InfoBERT 91.5 16.4 20.9
RobustT 91.5 17.0 25.9
Ours 91.4 33.5 43.1
Fine-tune 84.4 7.7 4.3
PGD 83.9 14.5 15.7
MNLI FreeLB 82.9 11.0 8.4
InfoBERT 84.1 10.8 8.4
RobustT 84.0 18.4 22.6
Ours 84.2 21.6 33.5
Fine-tune 91.3 24.8 27.8
PGD 91.2 32.0 33.5
QQP FreelLB 91.2 27.4 28.1
InfoBERT 91.9 34.4 35.9
RobustT 91.5 47.2 46.0
Ours 91.6 34.1 35.3

Table 2: Adversarial robustness evaluation of
the proposed method on QNLI, MNLI and QQP
datasets.

ness are expected to have higher clean accuracy,
accuracy under attack and number of queries in
the robustness evaluation.

6. Results and Discussions

In this section, we illustrate the effectiveness of
our approach and show the impact of the individ-
ual components in our approach on the model’s
robustness.

6.1. Main Results on Robustness
Evaluation

From the results shown in Table 1, we can observe
that: 1) The proposed approach achieves signifi-
cant robustness improvements compared to other
defense baselines. This is because the proposed
method can remove perturbations by projecting
feature representations onto a subspace of clean
signals without compromising task accuracy. 2)
Although InfoBERT can also filter out redundant
information by compressing the mutual informa-
tion between inputs and representations, its perfor-
mance is far from satisfactory. This suggests that
mutual information is difficult to optimize in a high-
dimensional feature space and is not as effective
as directly removing low-contributing features.

We also evaluate the performance of our pro-
posed approach on other tasks, such as natural
language inference and paraphrase identification.
As seen in Table 2, our proposed method consis-

Dataset Method Clean% Aua%
Ours 92.3 78.6
w/o Projector 92.0 34.7
IMDB )
w/o HSIC 92.5 41.3
w/o Adv 92.2 45.5
Ours 93.8 49.3
w/o Projector 95.0 33.2
AGNews )
w/o HSIC 93.9 37.3
w/o Adv 93.5 41.0
Ours 91.3 43.6
w/o Projector 91.7 29.4
SST-2 )
w/o HSIC 92.3 26.5
w/o Adv 92.1 36.4

Table 3: Ablation study on text classification
datasets. Aua% is obtained after using TextFooler
attack.

tently improves the robustness of the model on the
QNLI, MNLI, and QQP datasets.

6.2. Ablation Study

To illustrate the contribution of each component of
our method, we perform the ablation study with the
following components removed: the projector to
clean signal subspace (projector), Hilbert-Schmidt
independence criteria (HSIC), and adversarial ex-
amples (Adv). We can observe that: 1) The sub-
space projector is important for performance and
the improvements in our approach come mainly
from this component. 2) Both independence cri-
teria and adversarial training can further help our
approach to improve robustness, which also indi-
cates that our approach can be well integrated with
existing adversarial training.

6.3. Effect of Subspace Dimension

In Figure 3, we show the performance of our
proposed method as the subspace dimension in-
creases. When the dimension increases to a cer-
tain level, the task accuracy reaches its peak,
which indicates that we need a suitable dimen-
sion to achieve good task performance and larger
dimensions are useless. The robustness of the
model can be maintained at a high level in low-
dimensional subspaces until a certain threshold;
beyond this threshold, the robustness deteriorates.
The dimension controls the extent to which fea-
tures are discarded, and no perturbations are dis-
carded when the dimension is too large. When
the subspace dimension is between 5 and 10, our
proposed method can achieve a win-win result in
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Figure 3: Accuracy and robustness evaluation (ac-
curacy under TextFooler attack) of model under
different subspace dimension, both of which reach
the peak when the subspace dimension is between
5and 10.

terms of accuracy and robustness.

6.4. Speedup Robust Training

An important property of the proposed method is to
accelerate the convergence of the training process.
The training curves in Figure 4 show that the pro-
posed method converges much faster in terms of
robustness on the SST-2 and AGNEWS datasets
compared to adversarial training methods such as
PGD and FreelLB. That is because learning the
low-dimensional structure of clean signals is easier
than learning to resist adversarial examples. The
advantage in convergence speed will make our
method easy to apply in practice.

6.5. Impact of Projector Structure

To better understand the impact of the structure
of the autoencoder on performance, we compare
the following structures: 1-layer linear MLP, 1-layer
MLP + RelLU, 2-layer linear MLP (applied in our
method), and 2-layer MLP + ReLU. Table 4 shows
that all structures help to improve the robustness
of the model. More layers are slightly better for
autoencoder, but non-linearity is harmful. The non-
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Figure 4: Robustness of each epoch throughout
training on SST-2 and AGNews with different train-
ing strategy. Compared to adversarial training
methods like PGD and FreelB, the proposed sub-
space defense speeds up robust training and con-
verges much faster in terms of accuracy under
attack.

linearity destroys the linear structure of the sub-
space, so that even subspaces in low dimensions
may contain perturbations. The above results show
that the robustness of the model can be signifi-
cantly improved by adding a simple autoencoder
to the existing model.

7. Conclusion

In this paper, we characterize the feature proper-
ties of both clean signals and adversarial pertur-
bations via low-dimensional subspace projection.
Further, we provide an initial intuition as to how sub-
space learning is an effective method for defending
adversaries, which suggests that subspace pro-
jector eliminates feature magnitudes of adversarial
perturbations. Further investigation in this direction
may lead to new techniques for both adversarial
attack and defense.
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Structures 3 dimension 5 dimension 7 dimension 10 dimension
Clean% Aua% | Clean% Aua% | Clean% Aua% | Clean% Aua%
1-layer MLP 91.3 23.0 91.6 24.1 91.5 23.5 92.1 19.9
1-layer MLP + ReLU 91.9 12.6 91.2 23.5 91.2 23.9 91.5 17.1
2-layer MLP 92.0 26.4 92.1 31.1 92.2 28.9 92.2 28.8
2-layer MLP+ReLU 92.0 17.1 921 27.7 91.9 24.5 92.1 18.4

Table 4: Impact of projector structure. Four structures are compared across different subspace dimensions
on SST-2 in terms of accuracy and accuracy under attack. Structure with more layers performs slightly

better and non-linearity impairs the robustness.
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