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Abstract

Recently, the autoregressive framework based on large language models (LLMs) has achieved excellent performance
in controlling the generated text to adhere to the required style. These methods guide LLMs through prompt learning
to generate target text in an autoregressive manner. However, this manner possesses lower controllability and suffers
from the challenge of accumulating errors, where early prediction inaccuracies might influence subsequent word
generation. Furthermore, existing prompt-based methods overlook specific region editing, resulting in a deficiency
of localized control over input text. To overcome these challenges, we propose a novel three-stage prompt-based
approach for specific region editing. To alleviate the issue of accumulating errors, we transform the text style transfer
task into a text infilling task, guiding the LLMs to modify only a small portion of text within the editing region to achieve
style transfer, thus reducing the number of autoregressive iterations. To achieve an effective specific editing region,
we adopt both prompt-based and word frequency-based strategies for region selection, subsequently employing a
discriminator to validate the efficacy of the selected region. Experiments conducted on several publicly competitive

datasets for text style transfer task confirm that our proposed approach achieves state-of-the-art performance.

Keywords: text style transfer, natural language generation, large language models

1. Introduction

Text style transfer (TST) is an important task in nat-
ural language generation, aiming to change the
style of text (e.g., emotion, politeness, formality)
while preserving its content semantics information
(Jin et al., 2022; Hu et al., 2022). Currently, TST
has been widely applied in various domains, includ-
ing sentiment transfer (Hu et al., 2017; Shen et al.,
2017), improving online community environments
(Moskovskiy et al., 2022; Liu et al., 2021), personal
privacy protection (Prabhumoye et al., 2018; Lam-
ple et al., 2019), writing assistance (Liu et al., 2022),
and data augmentation (Chen et al., 2022), attract-
ing extensive attention from both the academic and
industrial communities.

Previous work mainly focused on training a style
transfer model to implement TST based on a large
number of parallel or non-parallel corpora. How-
ever, they face the following challenges: 1) acquir-
ing a sufficient amount of high-quality data is dif-
ficult; 2) a single model is limited to transforming
text between a predefined set of styles and can-
not achieve arbitrary style transfer. Recently, large
language models (LLMs) have achieved remark-
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Text Style Transfer Source Style Target Style

Negative—Positive  This is a terrible restaurant. This is a great restaurant.

Informal—Formal U seem like a successful person. You seem like a successful person.

Impolite—Polite Delete the page and shut up. Please delete the page.

Factual-Romantic  Two dogs play by a tree. Two dogs in love are playing by a tree.

Shakespearean English To be, or not to be, thatis the ~ To exist, or not to exist, that is the
—Modern English  question. question.

Biased—Neutral Go is the deepest game. Go is one of the deepest game.

Offensive—Non-off What the f*ck is your problem? What is your problem?

Figure 1: Traditional methods can only handle 1-2
tasks, our method can achieve any text style trans-
fer, showing 7 representative style transfer tasks.

able performance in various NLP tasks and demon-
strated astonishing text generation capabilities, en-
abling us to perform natural language generation
tasks with zero-shot or few-shot settings. Inspired
by this, researchers have explored prompt-based
TST methods (Reif et al., 2022; Suzgun et al., 2022;
Luo et al., 2023), querying LLMs using prompts
like: "Here is a text: {your input statement.}. Here
is a rewrite of the text, which is more positive: {".
Subsequently, the LLM generates the complete
target-style sentence in an autoregressive man-
ner. These methods leverage LLMs to transfer the
source style to any desired target style specified by
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the user, without the need for additional training or
fine-tuning, thereby eliminating the requirement for
training data and labels.

However, this autoregressive approach of gen-
erating complete sentences has the following lim-
itations: 1) Low controllability and error accumu-
lation problem (Suzgun et al., 2022). Generating
complete sentences requires the LLM to generate
words one by one, which requires multiple forward
passes. However, multiple forward passes can lead
to error accumulation, where prediction errors in
the early words of LLM can affect the predictions
of later words, resulting in overall unsatisfactory
model performance. 2) Ignoring specific region
editing and lacking control over specific seman-
tic areas in the given text. 3) Less reliable than
trained methods (Reif et al., 2022). Compared to
style transfer methods that are trained or fine-tuned
on TST data, prompt-based methods exhibit lower
stability and are more prone to generating output
unrelated to the content.

To overcome the challenges, we propose Prompt-
based Editing and Global Filling model (PEGF) for
arbitrary style transfer. Especially, arbitrary style
transfer refers to the fact that our model can achieve
multiple styles of transfer, as shown in Figure 1,
which implements 7 styles of transfer tasks. In-
spired by the idea of chain-of-thought in LLM (Wei
etal., 2022) and prototype editing methods (Li et al.,
2018; Wang et al., 2022), we divided the model into
three stages, namely the editing area acquisition
stage, the validity verification stage of masked se-
quence, and the style information filling stage.

In detail, 1) To address the issue of error accu-
mulation caused by multiple forward passes of the
LLM, we propose controlling the LLM to transition
from generating complete sentences to modifying
only a small number of words within specific re-
gions, thereby reducing the number of inferences
performed by the LLM. 2) To obtain the editing re-
gion of the input text and guide the model to modify
words within that region. In the editing region acqui-
sition stage, the model identifies style words and
masks them, resulting in a masked sequence. In
the masked sequence validity verification stage, the
model performs validity verification on the masked
sequence. In the style information filling stage, the
model generates the final output based on the valid
masked sequence and the user-specified target
style. 3) To enhance the reliability, stability, and
content preservation of the model and prevent it
from generating outputs unrelated to the original
input sentence content, we adopt an approach of
implicitly marking stylistic words instead of directly
deleting or replacing them with [MASK].

Extensive experiments confirm the superiority of
PEGF. We summarize the main contributions and
insights of this paper as follows:

» We propose a novel prompt-based editing and
global filling method, which innovatively con-
verts TST task into filling task to cope with
the accumulation of errors in large models. It
guides the LLM to edit text within specific se-
mantic regions, enhancing its controllability,
stability, and interpretability. To the best of our
knowledge, we are the first to utilize prompt
guidance for LLM to perform editing within spe-
cific semantic regions to achieve TST.

» To enhance content preservation, we design
an implicit masking module that does not em-
ploy the traditional form of directly deleting
the style words recognized by the model, but
instead devise implicit masking to allow the
model to retain more contextual information.

» Our experiments demonstrate that PEGF sig-
nificantly outperforms state-of-the-art base-
lines on three publicly available benchmark
datasets.

2. Related Work

TST is an important branch of natural language
generation. Researchers have investigated the re-
cent advancements in this task (Jin et al., 2022;
Hu et al., 2022). Based on whether the model can
achieve arbitrary TST and whether training data
is required during the implementation of TST, re-
search methods can be categorized into two types:
traditional deep learning-based TST methods and
prompt-based TST methods.

Traditional deep learning-based TST meth-
ods. Based on whether the process of style trans-
fer separates the content and style of sentences,
the mainstream methods can be broadly divided
into the following two categories. 1) Style-content
disentanglement. In the process of achieving TST,
the methods of separating the content and style of
sentences are employed. Subsequently, the output
is generated based on the sentence content and
target style. These methods include the following
two types. a) Implicit style-content disentangle-
ment. Based on the adversarial network, learn the
latent representation of content and style in sen-
tences, and subsequently manipulate the latent rep-
resentation directly to control the generation of text
with specific styles (Shen et al., 2017). b) Explicit
style-content disentanglement. By identifying and
removing stylistic words in the sentences, followed
by retrieving similar content in the target style, the fi-
nal output is obtained through the decoder (Li et al.,
2018). 2) Without style-content disentanglement.
This approach considers it challenging to separate
the content and style within sentences. Therefore,
it directly optimizes the mapping function between
the input and output (Lample et al., 2019).
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Figure 2: Our proposed PEGF model.

However, there are several limitations associated
with these approaches: 1) The requirement of a
substantial amount of parallel or non-parallel cor-
pora poses a challenge as acquiring relevant data
is difficult. 2) A single model can only achieve style
transfer between a predefined set of styles and
cannot accomplish arbitrary text style transfer.

Prompt-based TST methods. In recent years,
the continuous development of LLM has helped
significantly improve tasks in various NLP fields.
Inspired by this, recent work in the TST field has
found that TST can be achieved by leveraging LLM
through prompt learning (Reif et al., 2022; Suzgun
et al., 2022). This approach eliminates the need for
training data and enables arbitrary TST. Reif et al.
(2022) used prompt queries to generate sentences
in different styles using LLM. Suzgun et al. (2022)
queried LLM with multiple prompts to obtain mul-
tiple outputs, which were then scored and ranked,
ultimately selecting the candidate sentence with
the highest score as the output.

Our approach is also based on the prompt learn-
ing and achieves TST without the need for training
data. However, unlike previous work, we guide the
LLM to edit only a small amount of text within a
specific region to accomplish TST. We transform
the TST task into a three-stage text filling task, com-
pared to the methods that generate complete sen-
tences using autoregressive generation, our ap-
proach reduces the number of autoregressive steps,
reduces the error accumulation of the LLM, and im-
proves its controllability, interpretability, and stability.

In particular, instead of directly deleting identified
style words, we implicitly mask them, which pre-
serves more content information.

3. Method

We propose a novel prompt-based PEGF model,
which aims to control LLM to modify a small number
of words in the local area of input text to improve the
model performance of TST task. Inspired by chain-
of-thought of LLM (Wei et al., 2022), we split the
TST task into three stages, as shown in Figure 2,
PEGF mainly consists of the editing region acquisi-
tion stage, the validity verification stage of masked
sequences, and the style information filling stage.
It's worth noting that the validity verification stage
of the masked sequence can effectively enhance
the accuracy of the model.

The roles of the three stages in the model are as
follows: 1) Editing area acquisition stage. This
stage is used to acquire the editing area of the input
text. In this stage, the model identifies style words
and masks them to obtain a masked sequence.
2) Validity verification stage of the masked se-
quence. This stage performs validity verification on
the masked sequence obtained from the previous
stage to ensure the correct acquisition of the editing
regions. 3) Style information filling stage. This
stage generates the final output based on the valid
masked sequence and the target style specified by
the user. Next, we will describe each module of the
model in detail.
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3.1. Task Definition

Text style transfer aims to change the style of a text
while preserving its content semantics. Given a
set of styles S = {s,t}, where s and ¢ represent
two different styles, and two non-parallel corpora
D, = {X;} and D, = {Y;}, among them, X; =
{1,290, 23..20}, Y; = {y1,¥2,y3...yn }, €aCh x; or
y; represents a sample in the corpus. The objective
of TST task is to train a style transfer model that
is capable of transferring the input text from the
source style to the target style, while retaining the
original content of the input text. In other words, it
aims to convert a text x; with style s to have style ¢
while preserving its content semantics, or convert
a text y; with style ¢ to have style s while preserving
its content semantics. Formally, the TST can be
expressed as follows:

yi = f(xi,s,1) (1)

3.2. Editing Area Acquisition Stage

During this stage, the input text’s editing area is ob-
tained. Style words are identified and masked, with
the masked region representing the editing area.
We propose a two-step editing area acquisition
strategy, which involves identification and masking.
Style information is identified using two approaches:
prompt-based and word frequency-based. Next,
the identified style information is masked to gener-
ate the masked sequences =’ and z”.
Specifically, the model takes the input text x
and the source style s as inputs. The model
identifies style words in the input text z and
masks them. 1) Style word identification: The
model identifies style words by employing prompt-
based and word frequency-based approaches.
Subsequently, it generates a mask vector v =
[V1,V2,V5, ..., Un_2,Vn_1,0,]. It is Nnoteworthy that
mask vectors v" and v”” are generated separately
based on the prompt and word frequency. 2) Mask-
ing style words: For the mask vector v, where
v; € {0,1}, it indicates whether the i — th word in
the input text z is a style word. If v; = 0, it means
that the 7 — th word in the source text contains less
style information and is more related to content,
thus it is a content word and should be preserved.
Conversely, if v; = 1, it means that the : — th word
in the input text x contains more style information,
indicating it is a style word, and should be masked.
For example, assuming the input sentence x is
"The waiters in this restaurant are very polite and
the food is delicious." In this stage, the model first
identifies the style words and generates a mask
vector v = [0,0,0,0,0,0,0,1,0,0,0,0,1]. This in-
dicates that the model has recognized the style
words "polite" and "delicious". Then, the words
corresponding to the values of 1 in the vector are

masked using special tokens, i.e., "polite" and "de-
licious" are masked. For instance, mask the style
words with [MASK], resulting in the masked se-
quence: "The waiters in this restaurant are very
[MASK] and the food is [MASK].".

Prompt-based edit region acquisition. Follow-
ing prior studies of TST (Reif et al., 2022; Suzgun
etal., 2022), in our experiments, we utilize two LLM
models as our benchmark models: text-davinci-002
and text-davinci-003. To identify stylistic words, we
design the following prompt templates:

This is a [S] sentence: {z}, what is the [S] score
for each word? Assign scores within the range of
-1 (very [s]) to+1 (very [t]).
where z represents an input sentence, S denotes
a set of styles, and s and ¢ are optional choices
from S, representing the source style and the target
style, respectively. Words exceeding a specified
threshold score are designated as style words.

Word frequency-based edit region acquisi-
tion. Research has found that prompt-based meth-
ods have lower reliability and stability compared
to methods based on data training or fine-tuning
(Reif etal., 2022). To address this issue, we were in-
spired by prototype editing methods (Li et al., 2018).
In the task of sentiment transfer, we additionally
adopt a word frequency-based approach to identify
style words, combining it with the prompt-based
approach to enhance the stability and reliability of
the model in acquiring edit regions.

Formally, for any given word w, we determine
its status as a stylized word using the following
equation:

count(w, Dg) + A

J0022) = (B s warcount(w, D) + A

(@)

where w represents a word, A is a smoothing param-
eter, count(w, D) represents the number of occur-
rences of n — gram(w) in D, and count(w, D;) rep-
resents the number of occurrences of n — gram(w)
in D;. When f(w, s) exceeds a specified threshold
~, we define w as a style word.

3.3. Validity Verification of Masked
Sequences

Recently, it has been discovered that LLM can be
guided in the right direction through human feed-
back, enabling the acquisition of desired answers
(OpenAl, 2023). Inspired by this idea, in order to
effectively guide LLM in recognizing style informa-
tion and masking it, ensuring the effectiveness of
the masked sequence obtained during the editing
region acquisition phase, we adopt the concept of
machine feedback and design a discriminator mod-
ule. Furthermore, we design an implicit masking
module to preserve more original content from the
input sentences.
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Discriminator module. To validate the effective-
ness of the editing regions and ensure that style in-
formation is correctly identified and masked, we de-
sign a discriminator module. The discriminator de-
termines the validity of the model’s output masked
sequences, denoted as 2’ and z”’. The results
are then fed back to the LLM and the frequency-
based editing region acquisition module. It should
be noted that the masked sequences entering the
discriminator adopt the [MASK] masking scheme,
where style words are replaced with [MASK].

Specifically, we utilize our well-trained classifier
as our discriminator module, which takes as input
the original text « and the masked sequences z’
and z” obtained by the editing region acquisition
phase. Upon receiving these inputs, the discrimina-
tor scores each of the three input sequences individ-
ually, resulting in z_score, x’_score, and z”_score.
Subsequently, the score differences between z’
and z, as well as between 2" and x, are computed.
If the difference exceeds a predefined threshold, it
indicates the effectiveness of the obtained editing
region, i.e., the masked sequence is valid. When
the masked sequence is valid, it proceeds to the
implicit masking module.

Implicit masking module. Previous work has
employed direct deletion of style words or explicit
replacement with [MASK] to obtain masked se-
quences, followed by direct style information filling
in the next stage. However, we observe that style
words also contain content information. For ex-
ample, in the aforementioned example, the words
"polite" and "delicious" contain strong style infor-
mation but also imply the main content of the
sentence, related to the waiter and food respec-
tively. Directly deleting style words or replacing
"polite" and "delicious" with [MASK] may cause
loss of content information in the sentence, affect-
ing the final performance of the model. There-
fore, we implicitly mark the corresponding words
with a value of 1 in the masking vector v using
the delimiter "[]". In the aforementioned example,
v =1[0,0,0,0,0,0,0,1,0,0,0,0,1], the correspond-
ing words "polite" and "delicious" with a value of
1 are marked with the delimiter "[]" to obtain the
masked sequence, i.e., "The waiters in this restau-
rant are very [polite] and the food is [delicious].".
Finally, "[polite]" and "[delicious]" represent the edit-
ing regions obtained by the model.

3.4. Styled Filling Stage

After receiving the editing area of the input text,
the subsequent stage involves operations such as
adding, deleting, modifying, and replacing words
within the editable area to achieve text style transfer.
In this paper, we propose a global prompt-based ap-
proach for style information filling, which takes into
account the contextual content for style transfer.

During the style filling stage, there are three in-
puts: the source input text z, the masked sequence
7' obtained based on the prompt, and the masked
sequence z” obtained based on word frequency.
These three inputs are individually queried to the
LLM using prompts, resulting in multiple candidate
outputs. For prompt configuration, in order to adapt
to our three-stage framework and align with the im-
plicit masking module, we modify the prompt tem-
plate by replacing "[MASK]" with specific words.
We design the following three manually written tem-
plate formats:

(a) Filling based on implicit masking: "Here is a
text, which is: {x(s)}, Here is a rewrite of the text,
replace {w} makes the text more [t]: {".

(b) Filling based on explicit masking: "Here is a
text, which is: {z(s)}, Here is a rewrite of the text,
replace [MASK] makes the text more [¢]: {".

(c) Vanilla: "Here is a text: {xz(s)}, Here is a
rewrite of the text, which is more [t]: {".
where z(s) denotes the input text « with the source
style s, while t represents the target style and w
represents the style words in the input text x.

After obtaining multiple candidate outputs, we
evaluate them based on accuracy, content preser-
vation, and fluency. Finally, we select the candidate
sentence with the highest score as the final output.

4. Experiments

4.1.

To validate the superiority of PEGF, we conduct
experiments on a total of three competitive datasets,
namely Yelp, Amazon, and GYAFC. For other types
of style transfer executed by our model, please refer
to Figure 1 and Figure 3.

Yelp: The Yelp dataset is collected from Yelp
website, the largest business review website in the
United States. The dataset consists of textual re-
views, with each review labeled as either positive
or negative (Zhang et al., 2015).

Amazon: Similar to the Yelp dataset, the Ama-
zon dataset is composed of user reviews from the
Amazon shopping website, wherein each review is
labeled as positive or negative (Li et al., 2018).

GYAFC: The GYAFC dataset is a parallel corpus
of informal and formal sentences. Each statement
is labeled with formal or informal labels (Rao and
Tetreault, 2018).

Datasets

4.2. Evaluation Metrics

In order to ensure a fair comparison with previous
research, we follow the evaluation methodology
employed in prior studies (Reif et al., 2022) and
adopt the following automatic evaluation metrics:
Style transfer accuracy (Acc). Measuring the
conformance of output statements to the target
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Amidst the expanse of the street, a lone figure Q
emerged—a weathered old man, his form

clad in a brown coat that bore the marks of 2
countless seasons and trials.

In the heart of the street, like a lone sentinel of time,
stood an old man draped in a weatherbeaten brown
coat, his presence a testament to the stories etched

upon his weary frame.

Include a
metaphor

brown coat.

Amidst the bustling street, a poignant scene unfolded
— an elderly man, his coat worn and weatherbeaten,

o,
o

stood alone. His presence seemed to carry a weight

of memories and experiences, etched into the lines on

his face and the weary gaze in his eyes.

There, in the middle of
the street, stood an old
man in a weatherbeaten

In the heart of the bustling street, adjacent
to the serene park, stood an old man
donning a weatherbeaten brown coat.

In the midst of the bustling street, an elderly
man in a weatherbeaten brown coat stood,
clutching a vibrant red balloon that danced and
swayed with the rhythm of the passing crowd.

i, e

penVorg Amidst the urban /andscape, right at the heart
of the bustling street, stood an elderly man, his
weatherbeaten brown coat telling tales of time
and endurance.

Include the
word “balloon”

Figure 3: The multiple style transformation examples executed by our model.

style. We train a classifier on the corpus of interest
and utilize it to estimate the proportion of generated
outputs that match the desired style.

Content preservation (BLEU). Following the ap-
proach of Suzgun et al. (2022), we employ sBLEU
(Post, 2018) to compute the reference-sBLEU(r-
sBLEU) and self-sBLEU(s-sBLEU) scores.

Perplexity (PPL). The perplexity score mea-
sures an approximate value of the grammatical
correctness of the candidate sentence y. Itis worth
noting that a higher PPL value indicates poorer
model performance. We employ GPT-2-Large to
assess the perplexity score of candidate sentences.

4.3. Implementation Details

Model choices. We employed two LLMs in our
study, namely text-davinci-002 and text-davinci-003.
We highlight that none of these models were fine-
tuned or prompt-tuned.

Discriminator. The discriminator is designed to
validate the effectiveness of the masked sequences
2" and z”. The effectiveness is determined when z’
and 2" satisfy the following conditions: 1) The score
difference falls between 0.3-1, as the presence of a
score difference indicates correct masking of style
information. 2) The discriminator assigns a neutral
score to the masked sequences, transitioning from
the original input’s positive or negative sentiment
to neutral, indicating correct masking of style in-
formation. 3) To prevent the model from masking
all vocabulary, the number of masked words is set
to be no more than half of the input sentence. 4)
To balance performance and computational costs
and prevent the model from entering a loop, the
maximum number of iterations is set to 5.

Sample quantity setting. Including zero-shot
and few-shot settings. Zero-shot refers to the ab-
sence of reference examples during prompts. Fol-
lowing Reif et al. (2022) and Suzgun et al. (2022),
we set the number of reference examples in the
few-shot setting to 4.

4.4. Baselines

Due to the utilization of prompts in our approach,
the training process is not required. Therefore, we
primarily compared our method with the following
three state-of-the-art prompt-based methods. In
addition, we also compared some of the classical
supervised methods in the field of TST.

Prompt-based methods: LLM,,,, (Reif et al.,
2022) enables direct acquisition of stylized sen-
tences through prompting. P&R (Suzgun et al.,
2022) achieves the generation of multiple outputs
by utilizing various prompts and ranks and sorts
them using a customized scoring function. PB-E
(Luo et al., 2023) transforms the generation task
into a classification task, leveraging a pre-trained
language model for style classification and utilizing
classification probabilities to calculate style scores.

Supervised methods: CrossAlignment (Shen
et al., 2017) leverages refined alignment of latent
representations to perform style transfer. Back-
Trans (Prabhumoye et al.,, 2018) uses back-
translation to rephrase sentences and generate
content from a latent representation. MultiDecoder
(Fu et al., 2018) captures separate content repre-
sentations and style features through adversarial
networks for TST. DeleteOnly and DeleteRetrieve
(Li et al., 2018) remove style words, find new words
for the target style, and use a neural model to gen-
erate fluent, content-preserving output. Unpaire-
dRL's (Xu et al., 2018) key idea is to build super-
vised training pairs by reconstructing the original
sentence. DualRL (Luo et al., 2019) uses a dual re-
inforcement learning framework to directly transfer
the style of the text via a one-step mapping model,
without any separation of content and style. ST-
Multi-Class and ST-Conditional (Dai et al., 2019)
make no assumption about the latent representa-
tion of source sentence and equips the power of
attention mechanism in Transformer. B-GST (Sud-
hakar et al., 2019) deletes style attributes from the
source sentence by exploiting the inner workings
of the Transformer.
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Model Yelp Dataset Model Acc r-sBLEU s-sBLEU PPL
Acc r-sBLEU s-sBLEU PPL P&R 0.65 21.5 31.4 70
Supervised Amazon PB-E 0.76 33.2 44.7 98
CrossAlignment 0.73 7.8 18.3 217 Our PEGF  0.80 35.2 49.8 86
BackTrans 0.94 20 465 158 P&R 0.85 36.4 49.6 68
MultiDecoder 0.49 13.0 39.4 373 GYAFC PB-E 0.81 37.7 50.2 87
DeleteOnly 0.84 13.4 33.9 182 Our PEGF  0.88 38.2 46.4 31
DeleteRetrieve 0.91 14.7 36.4 180
UnpairedRL 0.49 16.8 45.7 385 Table 2: Comparison of our approach with previous
DualRL 089 259 58.9 133 prompt-based methods on the Amazon and GYAFC
ST-Multi-Class 0.85 26.4 63.0 175 datasets.
ST-Conditional 0.91 22.9 52.8 223
B-GST 083 216 46.5 158 Dataset Model Acc r-sBLEU s-sBLEU PPL
Zer-shot o Fow-sht Prompt-hase) I
LLMAug—0s 0.92 59 101 82 Amazon text-davinci-002 077  37.8 50.2 82
LLMAwg—as 0.81 23.5 46.6 79 N-P text-davinci-003  0.80 35.2 495 86
P&R 0.88 23.0 45.9 80 GYAFC text-davinci-002  0.85 35.39 43.63 34
Inf5F  text-davingi-003  0.88 38.2 46.40 31
PB-E 0.89 20.5 34.9 94
Our PEGF o5 094 87 128 29 Table 3: Results of the text-davinci-002 and text-
Our PEGF 45 092 253 85 78 davinci-003 models on different datasets. In which,

Table 1: Comparison of our method with previous
works on Yelp dataset.

4.5. Main Results

Table 1 presents a comparison between our results
on the Yelp dataset and the results of previous
research methods. Despite not undergoing any
training or fine-tuning, our approach is competi-
tive compared to models specifically designed and
trained for these tasks. Specifically, our model con-
sistently generates smoother output compared to
supervised methods, as measured by perplexity. In
comparison to the recently proposed prompt-based
methods, we follow the approach of Suzgun et al.
(2022) and conduct experiments in a zero-shot and
four-shot setting. Our proposed method achieves
state-of-the-art performance in three aspects other
than s-sBLEU. This is due to our proposed three-
stage TST strategy, which avoids unnecessary ed-
its, preserves more input content and ensures the
validity of intermediate outputs.

Table 2 presents the results of our comparison
with different prompt-based methods on the Ama-
zon and GYAFC datasets (Suzgun et al., 2022; Luo
et al., 2023). To ensure a fair comparison with
previous prompt-based methods, we followed the
approach of Suzgun et al. (2022) and conducted ex-
periments in a four-shot setting. The results demon-
strate that our approach exhibits slightly inferior
performance in terms of PPL on the Amazon and
in terms of s-sBLEU on the GYAFC. However, it
achieves state-of-the-art performance in terms of
ACC and r-sBLEU on both datasets.

Table 3 summarizes the results obtained using
the text-davinci-002 and text-davinci-003 models

N—P represents transforming negative style into
positive style, while Inf—F indicates transforming
informal style into formal style.

on the Yelp, Amazon, and GYAFC datasets. Specif-
ically, we observed that both models achieved sat-
isfactory performance in TST. The text-davinci-002
model demonstrated better BLEU, while the text-
davinci-003 model exhibited outstanding perfor-
mance in terms of Acc and PPL.

4.6. Human Evaluation

To comprehensively evaluate the proposed PEGF
model, we conducted a human evaluation to vali-
date the effectiveness of the model. We randomly
sampled 50 instances from the test set, and five
evaluators provided ratings on a scale of 1 to 4.
Figure 4 presents the human evaluation results of
our method compared to three prompt-based ap-
proaches on the Yelp dataset. We observed that
the PEGF model demonstrates excellent perfor-
mance in terms of accuracy and content retention,
while the performance of the four models is rela-
tively similar in terms of fluency.

4.7. Detail Analysis

In this section, we conduct an in-depth analysis to
evaluate the effectiveness of the PEGF model. Due
to the constraints of time and resources, we choose
the Yelp and Amazon datasets as our testing data.

Ablation study. To evaluate the contributions
of key components in our model, we ablate PEGF
into several modules.

w/o Discriminator: Indicates the ablation of the
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Figure 4: Human evaluation on the Yelp dataset.

Dataset Model Acc BLEU PPL
PEGF 92 25.3 73
w/o Discriminator 89 23.2 68
Yelp
w/o Implicit masking 86 21.6 65
w/o Frequency-based 91 24.3 77
PEGF 80 35.2 86
w/o Discriminator 76 32.9 78
Amazon
w/o Implicit masking 73 33.7 76
w/o Frequency-based 79 34.3 92

Table 4: Ablation study of the model on Yelp and
Amazon datasets in the four-shot setting.

discriminator. Ablating this implies that the validity
of the masked sequences, =’ and z”, is not verified,
while the other modules remain unchanged.

w/o Implicit masking: Represents the ablation
of the implicit masking module. Removing this mod-
ule results in the style words being directly replaced
with [MASK] to obtain the masked sequence, while
the other modules remain unchanged.

w/o Frequency-based: Signifies the ablation of
the module for obtaining editing regions based on
word frequency. In this case, editing regions are
solely obtained through the LLM, while the other
modules remain unchanged.

Table 4 demonstrates the roles played by various
key components in our method. We observe that
the implicit masking module and the discriminator
module have a significant impact. This is because
the Implicit separation module implicitly marks the
style words in the masked sequences =’ and z” us-
ing ’[]’ instead of directly replacing the style words
with [MASK] or removing them altogether. This
approach hints at the content and theme of the
input text, aiding the model in preserving more in-
formation. The discriminator serves as the sole
signal for determining the validity of the masked
sequences z’ and z”, it is equally crucial for our
model. Without the discriminator module, we would
be unable to assess the correctness of the edited
regions generated by the model.

The influence of sample quantity on model
performance tested on the Yelp dataset. From
Figure 5, we observed that in the case of 0 samples,

100 4 94 95 93 93 92

90 91 90
90 {4 T TT—————, 86

p——————e
80 4 73 73 87 86 87 86
70 64
60 512 511 s
49 50 St 50.4
50 sgq P36 45.3
40 1 59 vso  asa 275 29 287 286

30 4 19.67°23.3
20 4 12-_8//'__‘_..—'——’———‘
10 A 3.1

87 3. Sample quantity
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—o—Acc (100%) =—m=r-sBLEU s-sBLEU PPL
(a) Text-davinci-003
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Figure 5: Influence of sample quantity on model
performance in prompt templates.

Model Negative—Positive

Input 1 There is definitely not enough room in that part of the venue.

LLM aug There is plenty of room in that part of the venue.
P&R  The venue has enough space.

Ours Masking sequence: There is definitely [not] [enough] room in that part of the venue.
PEGF Output: There is definitely p/enty of room in that part of the venue.

Input 2 The food was low quality and thrown together quickly with little flavor.

LLM Aug the food was high quality and carefully prepared with delicious flavor.
P&R  The food was delicious and prepared with a lot of care!

Ours  Masking sequence: The food was [low] quality and thrown together quickly with [litt/e] flavor.
PEGF Output: The food was high quality and thrown together quickly with great flavor.

Input 3 | am only giving this item num_num stars because of the absurd price.

LLM Aug | am awarding this item num_num stars for its great value for money.
P&R I am only giving this item 5 stars because it works perfect and the price is fine.

Ours  Masking sequence: | am [only] giving this item num_num stars because of the [absurd] price.
PEGF Output: | am giving this item num_num stars because of the reasonable price.

Figure 6: Qualitative examples of sentiment trans-
fer. We manually used bold and italics to highlight
the stylistically relevant phrases we discovered.

the model exhibited excellent accuracy and fluency
but lower content retention. As the number of sam-
ples in the prompt template gradually increased,
the model’s content retention performance signifi-
cantly improved, but accuracy and fluency declined.
The most noticeable difference was between the
0-shot and 2-shot methods.

Case study. In Figure 6, we present examples
of the outputs generated by our model and partial
outputs from baseline models under the same in-
put conditions. It can be observed that previous
approaches, which employ autoregressive genera-
tion, suffer from error accumulation, leading to less
controlled and unsatisfactory sentence generation.

However, our prompt-based editing method for
TST achieves the desired results by identifying
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and modifying the text within the editing region.
This method selectively modifies a small number
of stylistic words without altering other content,
thereby preserving more information while accom-
plishing TST. Moreover, this explicit replacement
of stylistic words enables a more observable pro-
cess for the LLM in performing TST, making it more
interpretable and controllable.

5. Conclusion

In this paper, we propose a new prompt-based spe-
cific region editing approach for arbitrary text style
transfer, which transforms the task of TST into a
text filling task. Unlike other autoregressive genera-
tion methods, PEGF guides the LLM to edit a small
amount of text within specific semantic regions. It
selectively modifies a few stylistic words without
altering other content, preserving more contextual
information, reducing the accumulation of errors in
LLM, and enhancing its controllability, stability, and
interpretability. Experiments conducted on several
publicly competitive datasets for text style transfer
task confirm that our proposed approach achieves
state-of-the-art performance.
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7. limitations

Our paper introduces the transformation of TST
tasks into text infilling tasks, achieved by guiding
the LLM to edit text within specific regions to accom-
plish TST. However, based on our studies, we have
identified the following main limitations:1) Multi-turn
overhead issue: We observed that compared to
other LLM approaches (Reif et al., 2022) that regen-
erate target-style text through autoregressive gener-
ation, our model achieves TST by making minimal
modifications within the editing region. However,
it suffers from the overhead of multiple turns. For
instance, our model has multiple outputs, and eval-
uating multiple outputs requires multiple computa-
tions before selecting the output with the highest

score as the final output.2) Manual prompt tem-
plate design: The current approach in the field of
TST relies heavily on manually designing prompt
templates. However, this method relies on prior
knowledge and requires a significant amount of
time. Additionally, it is challenging to design an
optimal prompt template. In the future, we aim to
alleviate this issue by exploring automatic template
learning techniques (Liu et al., 2023).

8. Ethics Statement

In the realm of textual style transfer, as with numer-
ous applications in Natural Language Processing,
it's crucial to consider the ethical implications asso-
ciated with our advancements. While our research
strives to enhance the capabilities of arbitrary tex-
tual style transfer, it is essential to recognize the
potential misuse of these methods by individuals
with malicious intentions.

For instance, one conceivable misuse could in-
volve transforming a neutral news headline into a
sensationalized version or altering a harmless text
into an offensive message, all aimed at fulfilling a
harmful objective.

These possibilities underscore the importance of
responsible innovation and usage. Ethical consid-
erations should guide the development and deploy-
ment of these technologies. Researchers, prac-
titioners, and policymakers must collaborate to
establish ethical frameworks, ensuring that these
tools are employed for positive and constructive
purposes. By fostering awareness and encourag-
ing ethical practices, we can promote a safe and
beneficial application of textual style transfer tech-
niques, thus contributing to a more responsible and
considerate digital environment.
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