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Abstract
Italy exhibits rich linguistic diversity across its territory due to the distinct regional languages spoken in different
areas. Recent advances in self-supervised learning provide new opportunities to analyze ltaly’s linguistic varieties
using speech data alone. This includes the potential to leverage representations learned from large amounts of
data to better examine nuances between closely related linguistic varieties. In this study, we focus on automatically
identifying the geographic region of origin of speech samples drawn from Italy’s diverse language varieties. We
leverage self-supervised learning models to tackle this task and analyze differences and similarities between
Italy’s regional languages. In doing so, we also seek to uncover new insights into the relationships among these
diverse yet closely related varieties, which may help linguists understand their interconnected evolution and regional
development over time and space. To improve the discriminative ability of learned representations, we evaluate
several supervised contrastive learning objectives, both as pre-training steps and additional fine-tuning objectives.
Experimental evidence shows that pre-trained self-supervised models can effectively identify regions from speech
recording. Additionally, incorporating contrastive objectives during fine-tuning improves classification accuracy and
yields embeddings that distinctly separate regional varieties, demonstrating the value of combining self-supervised

pre-training and contrastive learning for this task.
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1. Introduction

The study of linguistic variation in the form of vari-
eties, dialects, and regional languages is becoming
an increasingly important area of research within
the field of natural language processing (Zampieri
et al., 2020). Analysis of the differences between
related language forms at various levels, from lex-
ical features to grammatical structures to phono-
logical patterns, provides unique opportunities to
advance NLP techniques. Examining the nuances
between closely related varieties can help improve
systems’ abilities to handle diverse linguistic inputs
and gain a more comprehensive understanding of
a language landscape.

Italy represents a fascinating case study for
investigating linguistic variety within a single na-
tion (Maiden and Parry, 2006). This country ex-
hibits a rich diversity of local languages concen-
trated within its geographic borders (Ramponi,
2022). This extensive linguistic heterogeneity
arises from Italy’s unique historical and cultural influ-
ences over time. Furthermore, the integration and
use of regional languages alongside Standard ltal-
ian have contributed additional layers of complex-
ity to the nation’s linguistic landscape. Analyzing
Italy’s diverse yet interrelated regional languages
allows for exploring the cultural and social factors
shaping the development of linguistic variations
across communities over time.

* Both authors contributed equally to this work.

This paper explores linguistic variation within Italy
using data-driven acoustic analysis of speech sig-
nals without resorting to intermediate textual tran-
scriptions. We analyze the feasibility of automati-
cally determining the geographic origin of speech
samples based solely on their acoustic properties.

In this work, we refer to this task as region or lan-
guage variety identification rather than dialect clas-
sification. This is because the regional languages,
such as those spoken across different parts of Iltaly,
are not necessarily distinct dialects of Standard
ltalian (Avolio, 2009; Ramponi, 2022, inter alia).
Instead, they represent linguistic variations devel-
oped locally within different geographical areas and
speech communities in ltaly. The term “language
variety” more accurately describes these regional
forms of the language. By using this terminology,
we aim to avoid potential limitations or ambigui-
ties of the term “dialect”, while still focusing on the
core task. The regional varieties are not dialects of
Italian per se (Berruto et al., 2005), but represent
locally developed forms of language usage.

To address the region identification task, we
leverage VIVALDI (Tosques and Castellarin, 2013),
an extensive collection of speech recordings from
cities throughout the country. Uniquely, this dataset
contains samples of local language varieties spo-
ken in their native form across Italian regions.

From a methodological perspective, we investi-
gate the use of contrastive learning objectives to
both enhance the model’s ability to accurately iden-
tify the geographic region of speech samples, as
well as improve the quality of the learned acous-
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tic representations. While contrastive learning is
commonly used in a self-supervised setting (Chen
et al., 2020; Al-Tahan and Mohsenzadeh, 2021;
Giorgi et al., 2021), recent works have shown it can
also be effective when applied in a supervised man-
ner (Khosla et al., 2020a; Fu et al., 2022). Specif-
ically, we apply contrastive losses: (i) as an ad-
ditional pre-training step, (ii) as an auxiliary loss
during fine-tuning, and (iii) by combining the two
approaches. Experimental results aim to assess
how supervised contrastive training can aid the
model’s ability to classify accurately while inducing
meaningful separations between linguistic groups
in the embedding space. Our experiments show
that utilizing the contrastive objective as an aux-
iliary loss during fine-tuning leads to the largest
improvements compared to other settings.

The main contributions of this work are threefold.
First, it is the first effort at classifying ltalian lan-
guage varieties solely from speech data. Second, it
explores the use of contrastive learning techniques
to improve model accuracy in region identification,
while also inducing clearer separations between
linguistic groups in the embedded feature space.
Third, it provides an in-depth analysis of how well
models trained with different contrastive objectives
capture relationships between data points from the
same versus different Italian regions. The goal is
to shed light on the strengths and limitations of
the data and the task itself in differentiating subtler
nuances between certain challenging regions.

Advancing the ability to accurately differentiate
language varieties may enhance language under-
standing tasks by exploiting the knowledge of lo-
cal language varieties. It also has promising ed-
ucational and cultural applications. For example,
games or language learning tools could teach as-
pects of different languages through speech-based
interaction and feedback. Automatic speech-based
region recognition could also help document and
analyze lesser-known regional varieties facing en-
dangerment. Finally, location-targeted personal-
ized advertising could be used to better engage the
audience using familiar local words and idioms to
build trust and understanding.

2. Related Work

Research on fine-grained classification of language
varieties has advanced in recent years. Notable
developments include improved data collection and
modeling approaches within the speech and natural
language processing domains.

NLP approaches to model language varieties.
Automatic region classification aims explicitly at
predicting the region of origin for linguistic samples
based on their textual or linguistic content (Gaman
et al., 2020; Dunn and Wong, 2022, inter alia).

This task differs from geolocation (Rahimi et al.,
2017), which seeks to directly pinpoint the exact
coordinates where a text sample was recorded
rather than classifying the associated region based
on linguistic attributes. It also differs from geo-
characterization (Adams and McKenzie, 2018),
which focuses on predicting descriptive attributes
about a location rather than classifying the region
associated with a speaker’s linguistic content.

Our primary focus is on using deep learning
techniques to detect language variety from speech
audio data, however, insights from dialectome-
try, as discussed by Goebl (1989, 2006); Wieling
et al. (2014), suggest the possibility of quantifying
the similarity between language varieties. While
progress has been made in NLP and speech tech-
nologies for major languages, work explicitly tai-
lored for Italy’s language varieties is still relatively
limited. Recent advancements in ltalian-specific
NLP models, including both sequence-to-sequence
models tailored for ltalian (Sarti and Nissim, 2022;
La Quatra and Cagliero, 2023) and adaptations of
decoder-only language models (Basile et al., 2023;
Santilli and Rodola, 2023), have yielded promising
results across various tasks. However, most NLP
research still adopts a monolithic view of ltalian as
Standard Italian alone, without representation of
local languages and regional varieties that charac-
terize the full linguistic landscape (Ramponi, 2022).

Additional work tailored to local languages and
sociolinguistic factors could advance the field to-
ward solutions that better reflect the full spectrum
of language varieties spoken in diverse communi-
ties across ltaly. Pioneering efforts in this direction
include the Diatoplt corpus (Ramponi and Casula,
2023a), which stands as the first work focusing on
collecting data including diatopic variation beyond
Standard ltalian as well as the related GeoLingIT
shared task (Ramponi and Casula, 2023b), which
aimed at identifying the geographic origin of tweets
based on their linguistic content. Building upon
this foundation, recent studies by Gallipoli et al.
(2023b) and Koudounas et al. (2023a) explored
novel multi-task learning strategies for enhancing
a textual model ability to discriminate between Ital-
ian language varieties and solve geolocation chal-
lenges.

Recent work has also aimed at developing
speech understanding systems for Italian, such
as EMOVO (Costantini et al., 2014) targeting emo-
tional speech, or IDEA (Marini et al., 2021) model-
ing dysarthric speech using isolated words. How-
ever, these datasets offer limited domain coverage
or lack information on speakers’ regional origins.
ITALIC (Koudounas et al., 2023b) is the largest Ital-
ian speech dataset for intent classification. How-
ever, while it collects information on speakers’ ori-
gins, the recordings are in Standard Italian rather
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than regional languages.

Identifying language varieties from speech. The
task of automatically identifying the language of a
speech audio recording is commonly known as
spoken language recognition. Large-scale eval-
uations like the Language Recognition Evalua-
tion (LRE) campaigns have addressed spoken lan-
guage identification at a broader scale, evaluat-
ing systems on a wide range of languages from
around the world (Lee et al., 2023; Sadjadi et al.,
2018). Recent research has shown that convo-
lutional neural networks and transformer-based
models can both achieve high accuracy for lan-
guage recognition tasks. CNN architectures have
been shown to reach state-of-the-art performance
even with limited training data (Sarni et al., 2023).
On the other hand, transformers leverage self-
supervised pre-training to capture robust linguistic
patterns and learn broadly generalizable represen-
tations (Aluméae et al., 2023). Models employing
the Wav2Vec 2.0 (Baevski et al., 2020) architecture
can inherently capture language-discriminative in-
formation in their lower layers (Bartley et al., 2023).
These models can classify unseen languages and
adapt to new conditions without further training (Liu
et al., 2022), suggesting such capabilities may
also enable the models to distinguish closely re-
lated languages when provided with specific su-
pervision. The latent, discretized representations
learned by these models are shared across lan-
guages (Abdullah et al., 2023), allowing for effec-
tive language identification. Several studies have
already extended this research line to the finer iden-
tification of linguistic variations across geographical
regions. Developing modeling approaches that can
distinguish local varieties requires targeted corpora
representing regional linguistic variation. Moisio
et al. (2023) introduced the Lahjoita puhetta corpus
containing diverse samples of colloquial Finnish
speech reflecting different sociolinguistic factors
and dialects. Similarly, Rotaru et al. (2023) con-
tributed to the RoDia dataset containing Roma-
nian dialectal speech from various regions. These
resources open opportunities for designing spe-
cific models to analyze curated speech corpora.
Dobbriner and Jokisch (2019) demonstrated the
effectiveness of combining selected spectral fea-
tures with Gaussian mixture models for dialect dis-
crimination and classification tasks. Hamélainen
et al. (2021) assessed both textual and multi-modal
classifiers for Finnish dialects, highlighting the im-
portance of leveraging the audio modality to dis-
criminate nuanced dialectal differences. Addition-
ally, Kakouros and Hiovain-Asikainen (2023) show-
cased self-supervised speech models’ ability to
distinguish between four variants of North Sami.
Together, these findings indicate the potential of pre-
trained speech models for fine-grained language

and variety discrimination tasks.

3. Methodology

To address the proposed task, we leverage multilin-
gual pre-trained models trained on large datasets
to learn general representations. We also investi-
gate the use of contrastive learning objectives to
enhance the fine-tuning process and better sepa-
rate the embeddings of different regions. This sec-
tion provides an in-depth examination of these two
key aspects: Section 3.1 describes the contrastive
learning objectives explored, while Section 3.2 ex-
plains how fine-tuning is performed to adapt the
pre-trained models to the region identification task.

3.1.

Contrastive learning is a representation learning
method that focuses on acquiring knowledge by
comparing and contrasting positive and negative
examples. In a nutshell, the model learns class-
discriminative representations by maximizing the
similarity between representations of positive ex-
amples and minimizing similarity for negatives. We
evaluate several supervised contrastive loss func-
tions to improve the model’s ability to learn discrim-
inative representations. Specifically, we examine
supervised contrastive loss (SC), triplet margin loss
(TM), and multi-similarity loss (MS) as additional
training objectives.

Contrastive Learning Objectives

Supervised contrastive loss (SC). Defined as
a direct optimization of embedding similarities be-
tween positive and negative pairs, the supervised
contrastive loss (Khosla et al., 2020a) aims to max-
imize agreement between samples from the same
region while minimizing agreement between sam-
ples from different regions. Let f(x;) be an encoder
network that generates an embedding z;, = f(x;)
for each audio sample x; € X. The SC loss is then
defined as:

1 exp(z; - 2,/7)
Lsc=— — lo
o Z Pil 2; ® 5 en, 5D (%: - 20/7)
(1)
Where 7 is the set of all samples in a given batch,
P; is the set of positive samples for sample i, V;
is the set of all negative samples for sample ¢, and
7 is a tunable parameter. The positive samples
are defined as all samples in the same training
batch having the same label (i.e., the same region
of origin in our case), while the negative samples
are all samples in the same batch having a different
label. The temperature 7 is a scaling fudge factor
we set to 0.1, following the default value used in the
original paper (Khosla et al., 2020a).

Triplet margin loss (TM). Similar to supervised
contrastive loss, the triplet margin loss (Balntas
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et al., 2016) aims to maximize similarities between
embeddings of positive samples and minimize sim-
ilarities between negatives. However, it operates
using triplets of samples during training rather than
pairs. Given a triplet consisting of an anchor sam-
ple x,, a positive sample x,, and a negative sample
X,, the TM loss is defined as:

Lry = max(0,d(zq,2p) — d(2a,2n) + 1)  (2)

Where d(-,-) is a distance function measuring the
distance between embeddings; we use the L2 dis-
tance here. The margin parameter ;. regulates the
desired separation between positive and negative
samples, with a higher value resulting in greater
separation. In our experiments, we set u = 0.05.
Triplets are generated using all combinations of
samples within each batch, where the anchor and
its positives belong to the same class, and the nega-
tives belong to a different class. Intuitively, this loss
function aims to minimize distances between pos-
itive embeddings while simultaneously enforcing
a minimum margin between negative embeddings
relative to the anchor.

Multi-similarity loss (MS). The multi-similarity
loss (Wang et al., 2019) is a pair-based contrastive
loss that specifically models pair selection and
weighting to pick the most informative pairs for train-
ing. It optimizes pair selection and weighting by
considering the similarity of a given sample to: (i) it-
self, (i) other samples from the same class, and (iii)
samples from different classes. Once pairs are se-
lected, the loss is computed as the sum of positive
and negative terms:

m

1 1 —a(Sip—
Lyus=— Z -~ log[1 4+ Y e (Siw=Y]
- e @)

1
—I—Blog[l—i— Z eAlSin=)
nGNi

Where m is the batch size, P; and N; denote the
sets of positive and negative samples for the an-
chor i, S;, and S;,, are the similarities between ¢ and
its positive/negative pairs, and «, 5, A control pair
weighting. The multi-similarity loss aims to select
the most informative sample pairs during training
by adaptively weighting pairs based on their similar-
ities, prioritizing the most discriminative contrasts.

We investigate the use of each contrastive objec-
tive in three different settings: (i) the contrastive
loss is used as the sole objective function to op-
timize the model parameters during an additional
pre-training phase, (ii) the contrastive loss is added
as an extra term to the overall loss function dur-
ing the fine-tuning stage, and (iii) a combination
where the model first undergoes pre-training where
contrastive loss is minimized, then during the fine-

Split # Samples # Minutes # Cities Avg # per city

Train 81279 2253.88 237 344.40
Val 8242 228.98 24 343.42
Test 8241 227.52 24 343.38

Table 1: VIVALDI dataset statistics.

tuning stage both contrastive and task-specific clas-
sification loss terms are jointly optimized.

3.2. Model fine-tuning

To adapt the pre-trained models for the region identi-
fication task, we fine-tune them on VIVALDI dataset,
which is better described in Section 4.1. Most of
the models tested in this analysis generate a high-
level vector representation for each audio frame
(i.e., typically 20 ms) after applying a contextual-
ized encoder to raw audio. We perform average
pooling over all frame embeddings to obtain a sin-
gle embedding representing the full audio record-
ing. Specifically, for a given recording composed
of T" audio frames with corresponding embeddings
e1,€2,...,er, We obtain: e = L 3", e, where e is
the overall recording embedding. Taking the av-
erage in this manner aggregates the linguistic in-
formation captured across all frames into a single
fixed-dimensional vector for the recording. Other
methods of obtaining a recording-level representa-
tion from frame embeddings (e.g., attention pooling)
could also be explored. Investigating alternative
pooling strategies is outside the scope of the cur-
rent work but may be considered in future explo-
rations seeking improved performance.

Each model is trained end-to-end on the labeled
audio collection by minimizing the cross-entropy
loss between the model’s region predictions and ref-
erence labels, directly optimizing its weights for the
region identification task. Optionally, a contrastive
learning objective (see Section 3.1) may also be in-
cluded to simultaneously address the classification
task and enrich the quality of data representation.

4. Experiments

To evaluate the proposed approach, we conduct
a series of experiments to separately analyze the
performance of different pre-trained models and
the impact of the contrastive learning objectives.

4.1. VIVALDI data collection

The VIVALDI dataset (Tosques and Castellarin,
2013), short for "Vivaio Acustico delle Lingue e
dei Dialetti d’ltalia", is a comprehensive collection
of spoken utterances from nearly all regions of Italy
(Batter, 1995; Kattenbusch and Kéhler, 2004; Kat-
tenbusch et al., 2011). Italy comprises 20 admin-
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istrative regions, and VIVALDI covers recordings
from 19 of them, including cities from all regions ex-
cept Marche. While most regions contain samples
from 3 or more cities, two regions, Lazio and Cam-
pania, are each represented by data from a single
city only. Despite variations in city-level coverage
between regions, to the best of our knowledge,
this is the only data collection including extensive
speech recordings in local languages from a wide
range of locations across the country, allowing in-
vestigation at an unprecedented scale.

The VIVALDI collection comprises recordings
of a specific set of sentences, averaging approx-
imately 343 repetitions per city. Each sample in-
cluded in the collection is geolocated, providing
information about the specific city where it was
recorded. In most cases, each city is represented
by recordings from a single speaker, with the sole
exception being Aidone in Sicily region where two
different speakers were sampled. Unfortunately,
due to the unavailability of speaker-related informa-
tion, conducting specific analyses or differentiating
results based on demographic factors is currently
unfeasible. Nonetheless, the dataset’'s geograph-
ical context remains pivotal for our analysis of re-
gional linguistic variations.

Dataset statistics. Table 1 summarizes the key
dataset statistics, including the number of samples,
total minutes of audio, cities covered, and the aver-
age number of samples per city for the three spilits:
training, validation, and test. The dataset isn’t pro-
vided as a single unified collection on the official
website, and to the best of our knowledge, no prede-
fined splits are available. Consequently, we design
these splits so that each city, and each speaker
accordingly, is allocated to only one of the splits
(train, validation, or test), to ensure that models
can not rely on identifying individuals to determine
a sample’s region. Instead, the task is centered
on classifying each recording based on its linguis-
tic features. While an 80/10/10 train/validation/test
split was initially intended, we applied some con-
straints to enforce that each split contains samples
from at least one city of each region. Applying this
constraint, regions with data from fewer than three
cities were excluded from the dataset, resulting in
a final dataset representing 17 out of the 20 ltalian
regions. This split makes the classification task
very challenging as models must generalize to un-
seen cities within a region that may also exhibit
local linguistic variations.

4.2. Experimental settings

As evaluation metrics, we consider accuracy and
macro F1 score. Accuracy is defined as the percent-
age of samples correctly classified, while macro
F1 score represents the unweighted average of the

F1 scores for each class. Given the imbalanced
nature of the dataset, the macro F1 score provides
a more reliable metric for evaluating the model’s
performance. We report the mean and standard
deviation of results across three independent runs
for each experiment.

4.3. Model selection

We explore the following speech models to assess
their performance on the VIVALDI dataset.

WavLM (Sanyuan and et al., 2022): a model trained
on 84,000 hours of audio from Libri-Light (Kahn
et al., 2020), GigaSpeech (Chen et al., 2021), and
VoxPopuli (Wang et al., 2021) corpora. As the
model was trained primarily on English data, it in-
cludes only limited multilingual capabilities.

XLSR-53 (Conneau et al.,, 2021): a multilin-
gual model trained on 53 languages from Com-
monVoice (Ardila et al., 2020), Multilingual Lib-
riSpeech (Pratap et al., 2020), and BABEL (Gales
et al., 2014) datasets.

XLSR-128 (Babu and et al., 2022): a multilin-
gual model trained on 128 languages including the
same datasets as XLSR-53 in addition to VoxPop-
uli (Wang et al., 2021) and VoxLingua107 (Valk and
Alumae, 2021).

ECAPA (Desplanques et al., 2020): a CNN-
based spoken language identification model pre-
trained on 107 languages from VoxLingua107 (Valk
and Alumée, 2021) dataset using SpeechBrain
toolkit (Ravanelli et al., 2021).

For the XLSR-53 and XLSR-128 models, we
also evaluate versions that have been additionally
fine-tuned for ltalian ASR tasks on the Common-
Voice (Ardila et al., 2020) dataset (i.e., XLSR-53-
ITA and XLSR-128-ITA, respectively). Those
models may better capture the linguistic variation
across ltaly’s regional forms.

All models are fine-tuned using the same training
and validation splits described in Section 4.1 and
following the same training procedure. To this end,
we use the AdamW optimizer with 10% of warm-up
steps and a linear learning rate decay schedule.
The maximum learning rate is set to 10~%, and the
weight decay is set to 10~2. We train each model
with a batch size of 32 for a maximum of 10 epochs,
selecting the best model based on the validation
loss. Specific details about the models used in this
analysis, together with the corresponding hyper-
parameters and the code to reproduce the experi-
ments, are available on the project’s repository’.

"https://github.com/MorenoLaQuatra/
SALVI
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Model ITA-FT  Accuracy F1 Macro
ECAPA X 23.53+0.39 18.42+0.18
WavLM-L X 53.35+1.62 43.76+1.14
XLSR-53 X 56.99+0.61 48.02+1.13
XLSR-128 X 52.85+2.03 44.95+2.28
XLSR-53-ITA 4 60.18+0.55 49.84+0.57
XLSR-128-ITA v 55.62+2.24 47.83+2.33

Table 2: Model selection. Mean and standard de-
viation results across three independent runs con-
sidering different models with a classic fine-tuning
approach. The ITA-FT column indicates whether
models were fine-tuned for Italian ASR (v') or not
(X). Best results are highlighted in bold.

4.4. Quantitative Results

Standard fine-tuning. Table 2 reports the mean
and standard deviation of accuracy and macro
F1 scores for models trained using standard fine-
tuning for the downstream task of region classifica-
tion. Overall, the best-performing model is XLSR-
53-1ITA, achieving a macro F1 score close to 50%.
Interestingly, the raw version of x1.SR-53 without
Italian fine-tuning outperforms even the X.SR-128-
1TA model and its pre-trained version without ad-
ditional fine-tuning. This is likely because while the
model architectures are identical, XL.SR-128 cov-
ers a much higher number of languages in its pre-
training and thus may lack the capacity to capture
fine-grained linguistic variations. Wwav1M does not
achieve good results, because it was only partially
pre-trained on multilingual data, which is insuffi-
cient for capturing the specific nuances information
needed to solve the non-trivial region classification
problem on the VIVALDI data collection. ECAPA is
the only model leveraging a CNN-based architec-
ture and is designed for spoken language identi-
fication and trained on 107 languages (including
Italian). It performs worst among the tested models
with a macro F1 score below 20%.

Contrastive learning. We experiment with three
different supervised contrastive losses used in
three different settings as explained in Section 3.
Table 3 shows the results of our approach using
the previously best-performing model, Xx1.SR-53—
ITA. We separately indicate the use of standard
classification objective during fine-tuning (CIf-FT),
contrastive objective as additional fine-tuning task
(Ctr-FT), and contrastive objective as additional
pre-training step (Ctr-PT). Applying multi-similarity
and triplet margin losses as additional contrastive
objectives helps improve performance on the down-
stream task in all tested configurations. Models
trained using multi-similarity objective achieve the
best overall results in all three configurations, with
the highest macro F1 score of 51.29% in the multi-
task fine-tuning scenario. Conversely, applying

Ctr-PT Ctr-FT CIHf-FT  Accuracy F1 Macro
X X v 60.18+0.55 49.84+0.57
Supervised Contrastive Loss
X v v 59.02+1.26 49.31+1.33
v X v 58.984+0.67 48.82+0.44
v v v 57.46+2.10 47.53+1.44
Triplet Margin Loss
X v v 60.23+1.53 50.6841.71
v X v 59.87+0.58 50.56+0.50
v v v 58.19+0.64 49.92+1.14
Multi-Similarity Loss
X v v 60.49+0.88 51.29+1.36
v X v 58.92+1.35 51.07+0.61
v v v 59.86+0.83 50.98+0.35
Table 3: Mean and standard deviation results

across three runs considering pre-training (Ctr-
PT) and fine-tuning approaches (Ctr-FT and CIf-
FT) with different contrastive losses over the best-
performing model. The best results are in bold.

the supervised contrastive loss consistently results
in decreased performance, especially as a pre-
training step. The multi-similarity loss prioritizes
the most informative contrasts during training by
adaptively weighting sample pairs based on their
similarities. This fine-grained approach allows the
model to better learn representations that can cap-
ture subtle linguistic variations between regions,
compared to the standard supervised contrastive
loss, which treats all negative pairs equally.

Regardless of the specific objective, the best re-
sults are achieved using the additional contrastive
loss for multi-task fine-tuning only. Combining ob-
jectives uniquely during fine-tuning leverages their
complementary strengths by directly shaping the
representations for the downstream task. Earlier-
stage usage lacks this targeted optimization and
results to slightly worsened final performance on
the identification task.

4.5. Region Correlation Analysis

Pre-training objectives. We analyze the struc-
ture of models’ high-dimensional feature spaces to
gain additional insights into how effectively the pre-
training objectives capture relationships between
data points. Specifically, we apply t-Distributed
Stochastic Neighbor Embedding (t-SNE) (Van der
Maaten and Hinton, 2008), a widely used nonlin-
ear dimensionality reduction technique, to project
the embeddings into a two-dimensional space for
visualization while attempting to preserve the lo-
cal geometric structure of the original data. The
resulting projection examines how each model dis-
tributes data points relative to their ground-truth
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(b) Supervised Contrastive loss.
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(d) Multi-similarity loss.

Figure 1: t-SNE visualization of the original X1.SR-53-1TA model (a) and the corresponding pre-trained
versions with the three different contrastive learning objectives: supervised contrastive loss (b), triplet-

margin loss (c), and multi-similarity loss (d).

region labels in the lower-dimensional space. An
ideal clustering would show clear separations be-
tween different regions, with points from the same
region closely located together. This analysis is
performed using only test set data and aims to char-
acterize each method’s capacity to learn discrimi-
native representations that properly distinguish be-
tween regions.

Figure 1 shows t-SNE projections of the em-
beddings from the original X1, SR-53-ITA model
(Fig. 1a) and the same model pre-trained with differ-
ent contrastive objectives: supervised contrastive
loss (Fig. 1b), triplet margin loss (Fig. 1c), and multi-
similarity loss (Fig. 1d). The data points are color-
coded by their ground-truth region labels.

In Figure 1a, the representations show no clear
clustering, as expected, since the model was not
trained for this specific task and does not en-
code a priori the differences between language

varieties. On the other hand, contrastive pre-
training facilitates the formation of more distinct
clusters across regions. Figure 1b with SC loss
exhibits the most overlapping clusters. Figures 1c
and 1d with TM and MS losses exhibit more pre-
cise separation of clusters corresponding to differ-
ent regions, with multi-similarity (Fig. 1d) displaying
slightly more well-defined clusters. This corrob-
orates the quantitative results shown in Table 3,
where multi-similarity training led to the best per-
formance gains. The projections indicate that con-
trastive pre-training helps to learn embeddings that
more distinctly encode relationships between data
points, especially with margin-based losses.

Classification task. Figure 2 finally displays the
confusion matrix (Fig. 2a) and t-SNE projection
(Fig. 2b) of the best performing model, XL.SR-53-
1TA that underwent multi-task fine-tuning using the
multi-similarity contrastive objective (i.e., second-
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Figure 2: Confusion Matrix (a) and t-SNE (b) of the Xx.SR-53-ITA model w/ multi-task fine-tuning using

the multi-similarity contrastive objective.

last row of Table 3).

The confusion matrix (Figure 2a) indicates that

the model achieves a relatively good correlation,
on average, between the true and predicted re-
gion labels. However, there is significant confu-
sion between specific, geographically close, region
pairs, such as Basilicata (bas) and Calabria (cal),
and Emilia-Romagna (em1) and Lombardia (1om)?.
This suggests proximity likely leads to more lin-
guistic similarity that the model struggles to distin-
guish, especially considering there may also be
linguistic variations within regions. There is also
some more unexpected confusion between regions
without clear geographic explanation, like Sicilia
(sic) with Trentino-Alto Adige (tre), and Liguria
(11ig) with both Trentino-Alto Adige (t re) and Valle
d’Aosta (vda). An initial qualitative analysis of
select recordings revealed that some contained
a stronger presence of Standard ltalian with only
slight cues of the local variety. This suggested that
some samples showed more language mixing than
expected, which could make it harder to clearly dis-
tinguish between varieties.
Overall, while the model achieves good average
performance, the confusion matrix highlights where
it still struggles to reliably differentiate nuances be-
tween certain challenging regions’ pairs.

The t-SNE visualization (Fig. 2b) further demon-
strates the model’s ability to discriminate between
samples from different Italian regions. Distinct clus-
ters are clearly formed corresponding to each re-
gion’s data points. In contrast to the projections in
Figures 1a (the raw X1.SR-53-1TA model) and 1d
(the version pre-trained with the MS loss), this fine-
tuned model is highly effective at grouping points

2Region acronyms are provided in our repository’.

from the same region while separating those from
other regions. Incorporating multi-task fine-tuning
with a multi-similarity contrastive objective enables
this model to far surpass the original XLSR-53-
ITA version in learning representations that prop-
erly encode relationships between samples accord-
ing to their ltalian regional provenance. This ex-
plains its superior quantitative performance on the
region classification task.

Interestingly, while most clusters are tightly
formed, a few regions display some overlap or dis-
persion of points. This suggests the model has
more difficulty fully disentangling subtler differences
in certain language varieties but still captures sig-
nificant inter-regional variances overall. This aligns
with previous findings in the NLP domain (Ramponi
and Casula, 2023a), which also observed similar
phenomena, with specific regional varieties exhibit-
ing more confounded representations than others,
when analyzing textual region identification tasks.

5. Conclusions and Future Directions

This work presented an analysis of the linguistic
variation across Italy’s many regional language va-
rieties directly from speech data. By leveraging the
VIVALDI dataset, we assessed the performance
of pre-trained speech models on automatic region
identification. Specifically, we examined how effec-
tively different models could distinguish the regional
origins of speech samples based solely on their
intrinsic features. The experimental results demon-
strate that modern pre-trained models, particularly
those fine-tuned on Italian ASR tasks, can cap-
ture meaningful differences between Italy’s diverse
yet closely related regional languages. Addition-
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ally, we showed that contrastive learning objectives
can enhance the discriminative ability of learned
representations when applied as auxiliary training
criteria during fine-tuning. However, even the top-
performing model were confused when dealing with
specific challenging region pairs. This indicates the
intrinsic difficulty of the task. Further modeling im-
provements are still needed to fully disentangle the
subtle linguistic variations that differentiate regional
varieties. The analysis of the confusion matrix and t-
SNE projections revealed that, while many regions
were distinctly clustered, some overlap remained.

Future work will address two primary directions.
First, additional data collection efforts are needed to
better cover underrepresented regions and capture
intra-regional diversity through multiple speakers
per location. Second, methodological advances
like tailored contrastive objectives and new pooling
strategies may help extract maximally informative
representations from pre-trained speech models.
Addressing dataset imbalances and pushing mod-
eling capabilities could advance the state-of-the-art
on this linguistically fascinating and technologically
important task.

6. Ethical statement

This research aims to advance the understanding
of linguistic diversity and promote the preservation
of understudied language varieties through technol-
ogy. However, developing speech-based models
also raises ethical concerns that may deserve care-
ful consideration.

Language data reflects social and cultural norms.
Automatic classification models could unintention-
ally encode harmful stereotypes or biases if data
is imbalanced or fails to capture intra-group diver-
sity, for example by not adequately representing all
cities and local subgroups (Koudounas et al., 2024).
Expanding data collection through local collabora-
tion helps provide more representation of regional
communities. Also, automated speech analysis is
far from perfect and may pose risks of misclassifica-
tion that could impact individuals if not interpreted
carefully. Human oversight is crucial for any re-
search involving human data or interactions. We
intend neither to offend any subgroups nor make
claims pertaining to cultural or personal identities
with this technical work.

If conducted carefully and with input from lan-
guage communities, this research has the potential
to aid in documenting regional varieties and rais-
ing awareness of the richness of ltaly’s diverse
linguistic landscape. The well-being of language
communities should always be the top priority in
efforts focused on language preservation.

7. Limitations

A key limitation of this work stems from variations
in coverage across regions within the VIVALDI
dataset. Some regions have relatively few or even
no speech recordings included. As a result, not
all areas of Italy have equal representation in the
models’ training and evaluation. Models may strug-
gle more with fine-grained distinctions in under-
sampled regions compared to others. While the
dataset remains extremely valuable for its scope,
efforts to expand data collection from underrepre-
sented regions or social groups would help address
these limitations.

Additionally, similarly to prior NLP research (Ram-
poni and Casula, 2023b), this work treats regional
languages as unified varieties without modeling the
fine-grained linguistic variation that exists between
local forms even within the same administrative re-
gion (Pellegrini, 1977; Andreose and Renzi, 2013).
In some cases, linguistic variation occurs at a hyper-
local level, which is not captured by coarse regional
classifications. While useful as a first approxima-
tion, modeling linguistic variation at a finer granu-
larity could provide greater insight by linking each
city to its administrative region and geographical
areas of shared linguistic roots.
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