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Abstract

This paper introduces a novel annotation framework for the fine-grained modeling of Noun Phrases’ (NPs) genericity
in natural language. The framework is designed to be simple and intuitive, making it accessible to non-expert
annotators and suitable for crowd-sourced tasks. Drawing from theoretical and cognitive literature on genericity,
this framework is grounded in established linguistic theory. Through a pilot study, we created a small but crucial
annotated dataset of 324 sentences, serving as a foundation for future research. To validate our approach, we
conducted an evaluation comparing our continuous annotations with existing binary annotations on the same dataset,
demonstrating the framework’s effectiveness in capturing nuanced aspects of genericity. Our work offers a practical
resource for linguists, providing a first annotated dataset and an annotation scheme designed to build real-language
datasets that can be used in studies on the semantics of genericity, and NLP practitioners, contributing to the
development of commonsense knowledge repositories valuable in enhancing various NLP applications.

Keywords: Collaborative Resource Construction and Crowdsourcing, Corpus, Semantics

1. Introduction

Language allows us to convey both information
about particular individuals and situations, as in
(1a), and generalizations about kinds, as in (1b).

1. (a) The lion escaped yesterday from the zoo.
(b) The lion is a predatory cat.

The same noun phrase NP ("The lion" in the ex-
amples above) can be used in both interpretations.
The syntactic form of the NP (definite, indefinite,
plural) is not sufficient to disambiguate between the
two meanings: the disambiguation is guided by the
context in which the NP occurs (Krifka et al., 1995).
This phenomenon can be found in every language
(Behrens, 2005) and in virtually all lexical items
that can be employed in referring expressions (i.e.,
nouns). Nevertheless, there is no explicit marker
for generic NPs in natural languages (Dahl, 1995):
the NPs’ genericity is determined by the meaning
of the sentence as a whole.

Statements about kinds, such as (1b), defined
generics, can be seen as fundamental to human
cognition, because they enable us to conceptualize
properties associated with categories, structuring
our perception of the world (Chatzigoga, 2019).

Existing annotation frameworks capture lev-
els of genericity in linguistic expressions using
discrete multi-class annotation schemes (Mitchell
et al., 2003; Walker et al., 2006; Friedrich
et al., 2015) or continuous multi-label systems
(Govindarajan et al., 2019). The use of such
systems can be appropriate for cases such as
those in (1a) and (1b), where the subject clearly

refers respectively to a specific individual and
to a category, and it is straightforward to assign
each to the generic or non-generic meaning.
However, the expression of genericity and its
perception in speakers’ minds is a very complex
semantic aspect, which cannot be fully modeled
by classifications of this kind. In fact, this type
of annotations can denote a noun in context as
generic or not (or even as both simultaneously, in
the case of non-exclusive labels, such as those
in Govindarajan et al., 2019), but never specify
how much or in what way it is generic. In contrast,
recent works in the cognitive domain tend to repre-
sent the expression and perception of genericity
through continuous models (Tessler and Goodman,
2019): as we will see, not all generics are the same.

The most distinctive feature of generics is
that they allow for exceptions (Krifka et al., 1995),
enabling speakers to interpret their quantification
value in different ways relying on their world
knowledge. This is shown from contrasts such as
that between (2a) and (2b).

2. (a) Robins are birds.
(b) Robins lay eggs.

Both the statements in (2a) and (2b) are true and
the NP subject is generic in both cases. However,
in the first case it refers to all the individuals of the
category (all robins are birds), while in the second
it refers to only some of them (only adult females
lay eggs).

Furthermore, as illustrated by the taxonomic ref-
erence phenomenon (Carlson and Pelletier, 1995),
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the same NP can refer not only to an individual and
to a category, as in (3a) and (3b) respectively, but
also to a subcategory, as in (3c).

3. (a) A whale dove back into the ocean.
(b) A whale is a marine mammal.
(c) A whale which was recently put under
protection is the blue whale.

Another distinction is that between characteriz-
ing generics and direct kind predications (Carlson,
1977; Leslie and Lerner, 2022). The first ones are
statements such as (4a), which predicate applies
to individual members of the kind; the second ones
are sentences such as (4b), which predicate cannot
refer to an individual, but only to a kind.

4. (a) Tigers are striped.
(b) Tigers are widespread.

It's worth noting that the indefinite singular form
can be used in characterizing generics but not in
direct kind predications: the sentence *A tiger is
widespread is not felicitous *.

We also want to point out that the literature on
genericity has hardly dealt explicitly with abstract
nouns, tending to present the contrast between
generic and non-generic meaning almost always
through concrete nouns, as we also did in the
examples given so far. This is probably the case
because, intuitively, it appears that distinguishing
between generic and non-generic meaning for
abstract entities is less straightforward than for
concrete ones.

We propose a novel annotation framework
to model the expression of NPs’ genericity in a
fine-grained manner, that is both grounded in
linguistic theory and intuitive enough to be carried
out by crowdsourcing.

Our purpose is twofold. On one hand, we are
interested in investigating if, from naive language
users annotations, differences emerge that trace
back to phenomena such as the ones above, ob-
served in theoretical literature by experts (we carry
out this investigation particularly in §5.2). On the
other hand, we argue that annotations produced by
our scheme can be useful to train systems to au-
tomatically identifying different levels of genericity;
these, in turn, can be used to construct repositories
of commonsense knowledge. In fact, given their
nature, generic sentences are a powerful resource
to retrieve common sense knowledge, exploitable
to boost performance in various NLP applications,
such as search, question-answering, and conver-
sational bots. However, it is only recently that

Sentences such as this can be used only if the NP
‘A tiger’ is construed as a case of taxonomic reference,
i.e., as referring to a species of tiger, thus still to the kind
and not to the individual.

their usefulness in this regard has been proposed
and demonstrated (Bhakthavatsalam et al., 2020;
Nguyen et al., 2023). We propose that the possi-
bility of identifying sentences not only as generic,
but also being associated with values that model
their semantics in a theoretical founded way, can
help in constructing resources of this kind, that can
be valuable for NLP applications, as well as for lin-
guistics, providing real-language data to be used
in studies on the semantics of genericity.

Our framework is designed to be language-
independent. In fact, as we have seen, the
aspect of genericity is a very high-level semantic
phenomenon, found in all languages yet in none
explicitly marked.

In this work, we focus exclusively on NPs’
genericity, leaving aside that of predicates, which
emerges in propositions that do not express spe-
cific episodes or isolated facts, but instead report
a kind of a general property or a generalization
over events, as in John drives to work every day
(Krifka et al., 1995). By that, we do not mean to
argue that the two are unrelated: indeed, very
often the meaning of the predicate determines
the interpretation of the noun to which it refers
as generic or non-generic. However, we are
interested in first proposing an annotation scheme
that is ideally as informative as possible for nouns,
since the sentences that refer to categories are
the ones useful for the retrieval of commonsense
knowledge.

Contributions

» We propose a novel annotation framework for
the annotation of NPs’ genericity that: 1. is
based on simple and intuitive evaluation mech-
anism and labels, so that it is suitable for crowd-
sourced tasks; and 2. is grounded in the the-
oretical and cognitive literature on genericity

(§3).

» We conduct a pilot study using this framework
(§4), through which we produce a first small
annotated dataset (324 sentences)?.

» We evaluate our continuous annotations com-
paring them with pre-existing binary annota-
tions on the same dataset (§5).

2This dataset is not yet publicly released be-
cause it is currently being expanded and extended
to other languages, with the objective to use it
in a shared task in an upcoming evaluation cam-
paigns. In due course, the dataset will be avail-
able at https://osf.io/8w6u9/?view_only=
9e9365d5bb8£4dba83b4081112e703ce
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2. Related work

One of the first frameworks that explicitly aims at
modelling semantic aspects of genericity was de-
veloped under the ACE-2 program (Mitchell et al.,
2003; Doddington et al., 2004). This framework la-
bels NPs as SPECIFIC when they refer to a precise
member of the category and GENERIC when they
refer to any member of the category. The ACE-
2005 Multilingual Training Corpus (Walker et al.,
2006) extends the annotation guidelines, adding
two additional classes: negatively quantified entries
(NEG) and underspecified entries (USP), where
the referent is ambiguous between GENERIC and
SPECIFIC. The Situation Entities (SitEnt) frame-
work (Friedrich and Palmer, 2014; Friedrich et al.,
2015; Friedrich et al., 2016) improves the previous
approach in two ways: first, it annotates both NPs
and entire clauses for genericity. Second, with re-
gard to the NPs annotation, the SitEnt guidelines,
based on semantic theory, improve and clarify the
ACE guidelines, in which the notions of genericity
and specificity are conflated: the label GENERIC
is applied when the subject of the clause refers to
a kind or to an arbitrary members of a kind, while
the label NON-GENERIC is applied when it refers
to a particular individual.

The problematic nature of multi-class ap-
proaches is first addressed by Govindarajan et al.
(2019), who proposed a semantic framework in
which expressions of generalization are captured
in a continuous multi-label system. Their argument
protocol involves the assignment of the labels
PARTICULAR (instantiated individuals), KIND
(kinds of individuals), and ABSTRACT (intangible)
to each noun in argument function, together with
the indication of the annotator’s confidence about
the different referential properties.

We agree with the problematization of previ-
ous frameworks advanced in Govindarajan et al.
(2019) and with the idea of a continuous type
of annotation. However, we argue that also
their framework falls short in modelling in an
accurate way the gradual nature of the semantics
of genericity, which, in our view, is a key aspect of
it. In fact, the indication of annotators’ confidence
is not a direct measure of continuity between
labels: their framework still assign labels to word
occurrences, being ineffective in differentiate
among different types of generics.

In our framework, we bring the two labels "kind"
and "particular" back onto a single semantic axis,
treating them as the two poles of a continuum,
rather than considering them separate classes or
different properties. We operationalize this dimen-
sion as inclusiveness. On the other hand, we
take into account the semantic dimension of ab-

stractness, which is also continuous. We argue,
drawing on the descriptive and theoretical litera-
ture, that using both dimensions can help us model
NPs genericity in a more informative way, as we
will explain in the next section.

3. Annotation Framework

Through our annotation framework, we propose to
model genericity through (i) two different semantic
dimensions; (ii) continuous evaluations.

The use of the two dimensions that we label
inclusiveness and abstractness draws on the
theoretical literature on genericity. As Chatzigoga
(2019) points out, we can divide theoretical
accounts of genericity into two broad categories:
those that treat generics as quantificational, for
which generics quantify over members of the
kind; and those that do not, for which generics
are seen to predicate a property directly of the
kind itself. These two views are the same that
Tessler and Goodman (2019) call statistical
and conceptual views of generic language.
Through inclusiveness, we aim to grasp the
quantificational, or statistical, aspect of genericity;
through abstractness, we aim to grasp the non-
quantificational, or conceptual, aspect of genericity.

As for the use of continuous evaluations, we
argue that it is the best way to model a range
of phenomena that are impossible to capture
through a discrete label system, such as those
mentioned in §1. The most commonly used
method for capturing fine semantic properties
is certainly the use of Likert scales, typically
with 5, 7 or even 9 points (Brysbaert et al,,
2014; Gregori et al.,, 2020; Montefinese et al.,
2014); however, continuous scales have many
advantages over those, as remarked in many
studies (Champney, 1941; Svensson, 2000; Belz
and Kow, 2011; Ethayarajh and Jurafsky, 2022).
From a psychological perspective, continuous
scales are generally preferred by raters, as they
do not need to discretise their choices. Another
big advantage of continuous scales against Likert
scales is that they avoid ordinal-cardinal conflation
and potentially biased estimation (Ethayarajh and
Jurafsky, 2022). Continuous scales in Natural
Language Processing (NLP) have been mainly
used to evaluate the quality of the output of Natural
Language Generation (NLG) systems (Gatt et al.,
2009; Bojar et al., 2017). Beltz and Kow Belz
and Kow (2011) directly compare the two scaling
methodology (i.e. graduated scales vs. continuous
scales) in the task of qualitative assessment of
Natural Language Generation (NLG) systems,
concluding that the two metholodogies are inter-
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changable and stable in the resulting annotation.
We argue that continuous scales are also suitable
for the annotation of high-level semantic properties
such as our dimensions. With our pilot study, we
implicitly test also this claim: obtaining good re-
liability values confirms the suitability of the method.

We present the annotators with continuous
sliders®, on which to evaluate the two dimensions,
each in a separate task. As shown in Figure 1,
our protocol proposes to the annotators groups of
sentences (from a minimum of 4 to a maximum of
8), all containing the same noun, to be evaluated
using the same scale. We chose to display groups
of sentences containing the same target noun
in different contexts because genericity, and
consequently the two continuous dimensions in
which we unpack it, are relational properties. A
word can be considered more generic or less
generic compared to a related word, or to the same
word used in a different context. To carry on the
annotation in the correct way, annotators need to
mentally put into relation the referent of the NP
in each context to all the other existing referents
denoted by the same word. Presenting sentences
in groups of this type is a way to simplify this
process for annotators, given the complex nature
of the variables.

The complete instructions provided to the anno-
tators are available in the OSF repository of this
study*.

Inclusiveness By inclusiveness, we refer to the
quantificational aspect of the semantics of an NP,
that is, how many members of the category the
NP refers to. The number of members of the cate-
gory who possess the property is called prevalence
in literature on genericity; we use the term "inclu-
siveness" to refer not only to generic NP, but also
non-generic ones. We draw inspiration from Herbe-
lot and Copestake (2010). They point out that many
NPs are not explicitly quantified; still, humans are
able to give them quantificational interpretations
in context (e.g., Cats are mammals = All cats...;
Water dripped through the ceiling = Some water...).
The authors label this phenomenon 'underquan-
tification’, and argue that it also applies to generic
NPs.

Their annotation scheme assumes a three-fold
quantificational space, corresponding to the quan-
tifiers some, most and all, in addition to one, for
singular and unique entities. Following Tessler and
Goodman (2019), who propose a generalization
of underquantification to a continuous interval of

®From which values ranging from 0 to 1 will then be
extracted.

4https ://osf.io/8wbu9/?view_only=
9e9365d5bb8£f4dba83b4081112e703ce

In each of the following sentences, the highlighted word (=X) refers to how many/how
much X(s)?
Move the slider along the scale

(LEFT) "a particular X" < “some X(s)” < “most X(s)” < "all X(s)/any X in the world" (RIGHT)

entences, how abstract is the referent of the highlighted word?

cale

rienceable through senses)" < "abstract (not directly

an
humans.

Figure 1: Examples of annotation interface for in-
clusiveness (top) and abstractness (bottom).

possible meanings,we adopt a continuous quantifi-
cational space, in which quantifiers are used as a
reference (Figure 1, top).

We argue that the use of a quantification con-
tinuum makes it fairly intuitive to account for the
inclusiveness of NPs. From our perspective, such
a scheme is felicitously applicable to nouns refer-
ring to abstract entities as well. In fact, according
to Moltmann (2004; 2013), bare singular abstract
nouns, such as that in (5a), are kinds, in that they
denotes kinds of tropes, while ‘tropes’ are specific
instances of property attribution, such as the same
noun in (5b).

5. (a) Ordinariness is boring.
(b) John’s ordinariness is disarming.

Such a contrast is not straightforward to cap-
ture through the assignment of labels such as
generic/non-generic or kind/particular, but we pro-
pose that can be more easily detected by the use
of a quantification continuum.

Herbelot and Copestake (2010) also claim that
while generics can always be quantified, their se-
mantics may involve more than quantification. This
seems to be especially true for direct kind pred-
ications. Herbelot and Copestake (2010; 2011),
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following the formal accounts of Chierchia (1998)
and Krifka (2003), argue that also generics of this
type do not preclude quantification, but that in cer-
tain cases a description of the NP both as a quan-
tified entity and a kind is nevertheless desirable.
This position is close to that of Tessler and Good-
man (2019), who propose a semantic core based
on prevalence, but argue that prevalence is not
enough to capture subtle sensitivities to context
that generic language shows. This is precisely why
we incorporated another dimension into our frame-
work, to try to account for the multidimensional
nature of genericity.

Abstractness Through abstractness, we aim to
capture another aspect of the semantics of an NP,
that is, to what extent the NP denotes a referent
that can be experienced through sensory modali-
ties (Figure 1, bottom). The first reason we incor-
porated this dimension is that there is a possibility
that concrete concepts’ kinds are perceived to be
more abstract than concrete concepts’ instances
(Pelletier, 2009;Zamparelli, 2020). This seems to
apply primarily to direct kind predications, since in
such cases the predicate is not applicable to the
individual concrete objects, but only to the kind.

Moreover, there are many cases of fine-grained
polysemy in which the same word has multiple
senses that are closely related but differ in abstract-
ness. Consider the case of church, which can refer
to the building or the social group, depending on
the context; or book, which can refer to the phys-
ical object or the content. Similarly, there are ab-
stract nouns whose countability status can shift
depending on the context in which they occur, and
is determined by their designation or construction
in a particular occurrence (Grimm, 2014). These
nouns (e.g., agreement (i.e. a state of concord)
vs. the recently signed agreements), afford ’elastic’
changes between their mass and count use. We
argue that they afford also changes in their degree
of abstractness (Zamparelli, 2020).

We claim that the aspect of abstractness is some-
how conflated into a coarse-grained classification
such as the GENERIC/NON-GENERIC one. We
therefore separate inclusiveness and abstractness
while restoring their continuous nature. This ap-
proach allows us to model the semantics of generic-
ity in a finer-grained manner, which arguably better
captures the complexity found in human interpreta-
tions.

4. Pilot Study for Framework
Validation

We conducted a pilot study to validate our annota-
tion framework from two different points of view: (i)
whether the annotators show fair agreement on the

evaluations; (ii) whether our framework, based on
annotations provided by crowd workers, subsumes
the binary GENERIC/NON-GENERIC distinction
annotated by experts. This second point (which we
will discuss in §5) is necessary to ensure that the
evaluations collected actually reflect the semantic
aspect of genericity, on which the previous anno-
tations are grounded; at the same time, it aims to
show that our scheme adds information with re-
spect to them.

Dataset We used a sample of 324 sentences
extracted from the SitEnt dataset (Friedrich and
Palmer, 2014; Friedrich et al., 2015; Friedrich et al.,
2016). On this sample, we annotated the main-
Referent (as defined by SitEnt) of each sentence,
that was already labeled as GENERIC or NON-
GENERIC. The unique nouns in the dataset are
60, and each occurs in a minimum of 4 to a maxi-
mum of 8 different sentences, which are presented
to the annotators in groups (Figure 1). We tried
to keep the sample as balanced as possible be-
tween GENERIC and NON-GENERIC NPs, with
165 NON-GENERIC and 159 GENERIC target
nouns; moreover, each unique noun occurs at least
once as GENERIC and once as NON-GENERIC.

Furthermore, we kept the ratio between concrete
and abstract target nouns constant with respect
to that of the whole SitEnt dataset (70-30% ca.).
We associated with each mainReferent the con-
creteness value for the corresponding lemma re-
trieved from Brysbaert et al. (2014) and considered
as concrete those nouns associated with scores
greater than 3 and as abstract those nouns associ-
ated with scores lower than or equal to 3 (Brysbaert
et al. (2014)’s scale ranges from 1 to 5).

Annotators A total of 480 crowd workers, native
speakers of English, were recruited as annotators
through the Prolific platform; 240 annotated inclu-
siveness, 240 annotated abstractness. Sentence
groups were presented in batches of 6, 8 or 10,
with each target noun annotated by 30 annotators.
The SitEnt annotators were highly trained and were
provided with the entire document containing the
sentence to be annotated. In contrast, we used
untrained annotators who were not provided with
the document but only with isolated sentences, as
in Govindarajan et al. (2019) annotation.

k-Rater Reliability We evaluated the reliability of
our data as k-rater reliability (kRR), which is a multi-
rater generalization of inter-rater reliability (IRR),
following the proposal of Wong and Paritosh (2022).
They argue that when aggregate ratings are used
as final values, as in our case, k-rater reliability
should be used as the correct data reliability. They
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ICC(k) 1CC(1)
inclusiveness ratings  0.97 0.52
abstractness ratings 0.94 0.34

Table 1: ICC(k) and ICC(1) for inclusiveness and
abstractness ratings

point out that IRR reports the reliability of the label-
ing process, while KRR quantifies the reliability of
the aggregated data we consume; thus, this seems
to be the correct way to account for the reliability
of the final data itself.

To compute the kRR we used the Intraclass Cor-
relation Coefficient (ICC), a reliability coefficient
for continuous or ordinal rating scales, commonly
used in behavioral measurement and psychomet-
rics. ICC gives researchers granular control over
assumptions about raters. For example, it is possi-
ble to define whether each item is annotated by the
same group of raters, or different groups of raters
(interchangeability). We used the latter formulation,
which allows us to generalize our reliability results
to all raters who possess the same characteristics
as the raters selected in the reliability study.

The ICC for k-rater averages is denoted as
ICC(k), where k stands for the total of the raters
(k = 30), following McGraw and Wong (1996) nota-
tion. For transparency, in Table 1 we report both
ICC(k) and ICC(1), that is the ICC for the reliability
of individual ratings (IRR), emphasising that the
first one is the one that account for the reliability of
the aggregated data.

5. Analysis

To demonstrate that our continuous scheme sub-
sumes the standard distinction GENERIC vs. NON-
GENERIC we compared the aggregated data de-
rived from our annotation with the SitEnt gold anno-
tations. We will refer to the average of inclusiveness
ratings as INC and that of abstractness ratings as
ABS.

5.1. Quantitative comparison

Preliminarily, we performed a Wilcoxon rank-sum
test to assess whether the difference in INC and
ABS between the GENERIC and NON-GENERIC
group was statistically significant. The result is
highly significant for both INC (p = 1.81e-31) and
ABS (p = 1.14e-15).

Then, we fit three logistic regression models to
predict the SitEnt label of each noun on the basis
of our annotations: one using only INC as predic-
tor, one using only ABS and one using both. To
select the hyperparameters for these classifiers we
used grid search over different solvers (solver in
{’newton-cg’, ’Ibfgs’, ’liblinear’, ’sag’, 'saga’}) and

the regularization parameter C (C in {0.001, 0.01,
0.1, 1, 10}) in a 5-fold stratified crossvalidation (CV)
nested within a 10-fold CV®. The standard devia-
tion for each metric across the 10 folds is always
< 0.15. This means that the performance metrics
are stable across folds and that the models are
not overly sensitive to the specific subsets of data
used for training. The metrics for each classifier
(accuracy; precision, recall and F1-score for each
class), computed from this 10-fold CV, are reported
in Table 2.

The results show good performances of the mod-
els, which means that our annotations provided by
crowd workers are good predictors for binary clas-
sification between the SitEnt labels GENERIC and
NON-GENERIC, provided by experts.

Interestingly, all three models perform well, and
the best-performing one is that using both INC and
ABS as predictors (although the difference is only
a few points compared to the model using only
INC). This suggests that both semantic dimensions
are good predictors for the aspect of genericity,
and that the information conveyed by each one
adds predictive power to the other. These results
also confirm that the use of untrained annotators,
who rely primarily on their intuition, and isolated
sentences rather than whole documents, still allows
us to capture information about the phenomenon
of genericity.

The models perform well enough to confirm that
our continuous annotation tracks the binary one.
However, the performances are still not excellent,
rising the possibility that a binary classification does
not reflect the totality of information captured by
our continuous annotation. In fact, the cases of
mis-classification GENERIC/NON-GENERIC are
probably due to the difference between type of an-
notation (binary vs. continuous): binary labels force
evaluators to one or the other label, and in some
cases this choice is likely to be arbitrary (as we will

SitEnt label P R F
NON-GENERIC 0.77 0.82 0.79

Predictor(s)

INC
(accuracy = 0.78)
GENERIC 0.82 0.74 0.77

NON-GENERIC 0.65 0.76 0.70

ABS
(accuracy = 0.68)
GENERIC 0.73 0.60 0.65

NON-GENERIC 0.78 0.83 0.80

INC + ABS
(accuracy = 0.80)
GENERIC 0.83 0.76 0.79

Table 2: Prediction of SitEnt labels GENERIC/NON-
GENERIC using our continuous annotations in lo-
gistic regression models.

5To fit the regression models we relied on the
scikit-learn Library: https://scikit-learn.org/
stable/index.
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Figure 2: Distribution of INC and ABS by SitEnt labels GENERIC/NON-GENERIC.

show in the next section and is reported in Table
3), while continuous evaluations allow for nuances.

5.2. Qualitative comparison

The distribution of INC and ABS in comparison with
that of GENERIC/NON-GENERIC labels is shown
by the histograms in Figure 2.

The distribution of INC (left) reflects that of the
SitEnt labels: nouns labeled as NON-GENERIC
cluster on low values of inclusiveness (with a peak
on the minimum value, which on our scale cor-
responds to ’a particular X’), nouns labeled as
GENERIC on high values of inclusiveness. This is
in agreement with our expectations: in fact, nouns
annotated as GENERIC (referring to a kind or an
arbitrary member of a kind, according to the SitEnt
guidelines) will tend to be perceived as more in-
clusive, i.e., as referring to more elements of the
category denoted by the word, than those anno-
tated as NON-GENERIC (referring to a particular
individual, according to the guidelines). However,
the central part of the plot shows a large overlap
area, where intermediate values of inclusiveness
match both nouns labeled as GENERIC and as
NON-GENERIC.

As for ABS (Figure 2, right), nouns labeled as
GENERIC tend to cluster on high ratings, while
those labeled as NON-GENERIC are fairly evenly
distributed along the entire scale. Thus, in this

case, the distribution of ratings mirrors that of the
binary labels with regard to the GENERIC label, as
we expected: nouns referring to a kind tend to be
perceived as more abstract. The mixed situation
exhibited by nouns labeled as NON-GENERIC, on
the other hand, will be at least partly accounted for
by the inherent semantics of the noun in question:
thatis, inherently very abstract nouns, such as idea,
will tend to always receive high abstractness ratings.
We will return to this aspect in §5.3.

The existence of broad areas of overlap between
GENERIC and NON-GENERIC nouns in the dis-
tribution of INC and ABS confirms that a discrete
classification is unable to capture the totality of
information conveyed by our continuous annota-
tion. The binary distinction is in full agreement with
the continuous annotations as far as they concern
the cases of prototypical generic and non-generic
nouns, which will be indeed characterized by very
high values for both INC and ABS (see sentence
(1) in Table 3) and very low values for both INC and
ABS (sentence (2) in Table 3), respectively.

However, natural language is rarely so clear-
cut. Our analysis shows that there are also non-
prototypical cases that are difficult to classify by
binary annotation and that could benefit from a rep-
resentation through our semantic dimensions. Con-
sider cases (3) and (4) in Table 3: in both sentences,
the word countries does not blatantly refer either to
a kind or to a specific individual. This is reflected

sentence INC | ABS SitEnt label
1. Zebras evolved among the Old World horses within the last 4 million years. 0.97 | 0.88 GENERIC
2. He stepped away as the car backed up. 0.00 | 0.08 | NON-GENERIC
3. Asian countries have tended to give priority to economic, social and cultural
rights, but have often failed to provide civil and political rights. 0.59 GENERIC
?éptﬂt:i?; countries abolished the monarchy in the 20th century and became 057 | 0.68 | NON-GENERIC
5. When the large fish of. the Colossoma genus entered the aquarium trade in 033 | 075 GENERIC
the U.S. and other countries, they were erroneously labeled pacu.
6. When a cat is dropped, it always lands on its feet. 0.92 | 0.53 GENERIC

Table 3: Some sentences from our dataset; target nouns are underlined.
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Figure 3: Distribution of INC (left) and ABS (right) for concrete (top) and abstract (bottom) nouns.

by intermediate values of INC and ABS, very close
for the two cases. However, in SitEnt the first one
is classified as GENERIC and the other as NON-
GENERIC, which confirms the difficulty of assigning
some cases to closed classes. The last two exam-
ples in Table 3 show that not all generics are the
same, and that our annotation can usefully capture
fine-grained differences between them. Sentence
(5) shows a case of taxonomic reference, where
the word fish does not refers to the category of all
fish, but to a subkind,; it is also a case of direct kind
predication. These features are well represented
by the ratings: the word is low in inclusiveness be-
cause refers to a relatively small number of fish,
but high in abstractness because it still refers to
a kind. In sentence (6), on the contrary, the word
cat is high in inclusiveness and low in abstractness.
This sentence is a characterizing generic, with the
subject in its indefinite form: the predication is ap-
plicable to a vast majority of individuals of the kind,
but the noun, rather than refer directly to the kind,
refers to an arbitrary member of the kind, which is
perceived as less abstract.

5.3. Inherent semantics of words

The last point we consider in our analysis is that
of the inherent semantics of words evaluated for
their in-context genericity, particularly with respect
to their concreteness/abstractness. This aspect is
rarely addressed explicitly, either by the theoretical
literature on genericity or by works on its annotation,
probably because the distinction between generic
and non-generic meaning is more difficult to draw
for nouns referring to abstract entities.
Govindarajan et al. (2019) attempt to address
this problem proposing the disentanglement of
the following dimensions: KIND, PARTICULAR
and ABSTRACT (non-mutually exclusive labels).
However, their analysis shows that there is a ten-

dency for abstract-referring nouns to be neither
kind-referring nor particular-referring. Our claim
is that the kind/particular (or generic/non-generic)
meaning is well represented by the dimension of
inclusiveness for both concrete nouns, as we saw
in the previous paragraph, and abstract nouns, as
can be seen from the difference in INC in a contrast
such as:

6. (a) My mind took this as a challenge, some-
thing | had to prove wrong. [INC: 0.01;
ABS: 0.64]
(b) Substance dualists argue that the mind
is an independently existing substance.
[INC: 0.87; ABS: 0.90]

We can rely on the dimension of inclusiveness
for these cases as well, without having to take the
kind/particular meaning out of the equation for
abstract entities. This can also be inferred from the
plots shown in Figure 3, analogous to those in Fig-
ure 2, but in which the target nouns have been split
into concrete (top) and abstract (bottom)®. The dis-
tribution of INC (plots on the left) is similar between
concrete and abstract nouns: in both cases there
is a bimodal trend with respect to binary labels,
with the difference that abstracts do not show
the same peak as concretes on the minimum value.

As for ABS, we claim that it is determined
both by context and by the inherent semantics of
the word. The influence of context is particularly
evident in the case of concrete entities, as can be
seen from the difference in ABS in a contrast such
as:

7. (a) The cat sadly shook its head and meowed.

[INC: 0.01; ABS: 0.06]

5We recall that we considered as concrete nouns
associated with scores > 3 and as abstract nouns asso-
ciated with scores < 3 in Brysbaert et al. (2014)
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(b) The domestic cat was first classified as
Felis catus by Carolus Linnaeus. [INC:
0.85; ABS: 0.89]

ABS values are also influenced by the inherent
semantics of the word, which is particularly evident
for nouns referring to abstract entities. In both (4a)
and (4b), for example, ABS values are above the
midpoint of the scale: this is because the entity
in question is inherently abstract (Brysbaert et al.,
2014 score: 2.5). However, interestingly, there is
still a difference in ABS between the two cases,
which confirms that there is an influence of context
in these cases as well.

The influence of the word’s inherent semantics
thus helps to explain the ABS distribution of NON-
GENERIC nouns in Figure 2. This can be better
visualized in the plots on the right in Figure 3. For
concrete nouns (top), the ABS distribution is bi-
modal between GENERIC and NON-GENERIC,
similarly to the INC one. For abstract nouns (bot-
tom), the distribution is skewed toward high values
on the scale: in-context abstractness of inherently
abstract nouns does not fall below a certain thresh-
old.

6. Discussion and Conclusions

In this paper, we introduced a novel annotation
framework aimed at capturing the nuances of noun
phrases’ (NPs) genericity in a fine-grained manner.
We discussed our dual objective in proposing this
framework: firstly, to examine if naive language
users’ annotations can reveal differences in gener-
icity that align with phenomena observed in theoret-
ical literature by experts; secondly, we argue that
the annotations generated through our framework
can serve as valuable training data for systems to
automatically identify different levels of genericity,
which, in turn, can be employed to construct repos-
itories of commonsense knowledge. To validate
our annotation scheme, we compared continuous
annotations collected in crowdsourcing tasks with
existing binary annotations on the same dataset,
showing that our continuous annotations reliably
capture fine-grained nuances of genericity.

In conclusion, our work holds potential for linguis-
tics, in that it provides a first dataset of natural occur-
ring sentences annotated according fine-grained
continuous values modeling NPs’ genericity and an
annotation scheme designed to build such anno-
tated datasets, that can be used in semantic studies
on genericity. Furthermore, it is also exploitable for
the creation of commonsense knowledge reposi-
tories, useful for the enhancement of various NLP
applications.
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