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Abstract
Digital assistants perform well in high-resource languages like English, where tasks like slot and intent detection
(SID) are well-supported. Many recent SID datasets start including multiple language varieties. However, it is un-
clear how realistic these translated datasets are. Therefore, we extend one such dataset, namely xSID-0.4 (van der
Goot et al., 2021a; Aepli et al., 2023), to include two underrepresented languages: Bavarian, a German dialect,
and Lithuanian, a Baltic language. Both language variants have limited speaker populations and are often not
included in multilingual projects. In addition to translations we provide “natural” queries to digital assistants
generated by native speakers. We further include utterances from another dataset for Bavarian to build the richest
SID dataset available today for a low-resource dialect without standard orthography. We then set out to evaluate
models trained on English in a zero-shot scenario on our target language variants. Our evaluation reveals that
translated data can produce overly optimistic scores. However, the error patterns in translated and natural datasets
are highly similar. Cross-dataset experiments demonstrate that data collection methods influence performance,
with scores lower than those achieved with single-dataset translations. This work contributes to enhancing SID
datasets for underrepresented languages, yielding NaLiBaSID, a new evaluation dataset for Bavarian and Lithuanian.

Keywords: Less-Resourced Languages, Dialects, Multilinguality, Corpus (Creation, Annotation, etc.)

1. Introduction

In the growing landscape of natural language un-
derstanding (NLU), it is important to not leave low-
resource languages behind—since there exists an
immense linguistic diversity that spans the globe.
Many native speakers of such language variants
may have the desire to use language technol-
ogy like virtual assistants in their mother tongue.1
Therefore, this paper delves into the realms of
Slot and Intent Detection (SID), illustrated in Figure
1. We focus on two languages—motivated by ac-
cess to native speakers—Bavarian (Central Bavar-
ian (Vergeiner and Bülow, 2023)) and Lithuanian.
Bavarian, a standard German dialect, comes from
the heart of Europe, while Lithuanian, a Baltic lan-
guage, finds its stronghold in the northeastern cor-
ners of the continent.

Both language variants have limited speaker
populations, which are often excluded from mul-
tilingual projects. For Bavarian, Rowley (2011)
estimates the speaker population to around 11M,
while Ethnologue (Eberhard et al., 2023) cites
over 14M. For Lithuanian, Ethnologue estimates
only approximately 2.7M speakers. Compared to
languages frequently used in NLP such as En-
glish (379M native speakers), German (75M na-

1As for example found in a survey of dialect speakers
by Blaschke et al. (2024).

English
What will the weather be in New York city this week

(de-ba) Wia werds Weda in New York City dera Woch

(lt) Koks oras bus šią savaitę Niujorko mieste

Bavarian Wos is grod für a weda in äding ?

(en) What is the weather like in Altötting right now ?

Lithuanian Pateikt rytojaus orų prognozę Vilniuje .

(en) Give tomorrow ’s weather forecast for Vilnius .

Figure 1: Excerpts of the de-ba and lt translation
datasets and natural nat:de-ba and nat:lt datasets.
Slots: location and datetime . Italic: glossary.
Image Source: wikipedia.org

tive speakers) or Spanish (485M native speak-
ers) (speaker numbers according to Ethnologue),
these two languages are less-resource languages.

The reason for studying these languages in a
unified framework stems from the desire to com-
pare a novel data collection approach that differs
from previous practices in the field and from a fun-
damental question: How well does slot and intent
detection work on translated vs natural queries to
digital assistants? The limited availability of linguis-
tic resources and research regarding these lan-
guages presents a compelling challenge and op-
portunity.

We provide novel datasets and zero-shot trans-
fer results, providing a new perspective on cross-
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lingual research and the robustness of SID for two
language varieties. Through this, we aim to not
only advance our understanding of SID but also
contribute to enhance linguistic inclusivity.

Our Contributions:

• We present NaLiBaSID2 (Natural Lithuanian
and Bavarian SID), which contains new slot
and intent detection evaluation datasets for
Bavarian (de-ba) and Lithuanian (lt), cre-
ated by manual translation and applying
the translation and annotation schemes by
xSID (van der Goot et al., 2021a).

• Additionally, in NaLiBaSID we collect natural
datasets of utterances from native speakers:
nat:de-ba for Bavarian and nat:lt for Lithua-
nian, to be able to evaluate on more realistic
data.

• For Bavarian, NaLiBaSID further con-
tains translations a part of the large MAS-
SIVE (FitzGerald et al., 2022) dataset
(MAS:de-ba) to Bavarian to evaluate the ef-
fect of transferring to a low-resource language
without orthography in a cross-datasets set-
ting.

• We evaluate the performance of cross-lingual
language models on our translated and native
data, to gauge the effect of having natural ut-
terances versus translations for SID.

2. Related Work

There is a large body of work on SID, a task also
referred to as task-oriented dialogue or spoken lan-
guage understanding, e.g. Schuster et al. (2019);
Xu et al. (2020); van der Goot et al. (2021a). Com-
mon use cases for such task-oriented dialogue sys-
tems as found in popular digital assistants are for
example entertainment (music, videos), booking
different kinds of establishments or looking up spe-
cific information. Slot detection and intent clas-
sification are the two sub tasks of NLU that are
usually performed in a joint setup. Additionally, di-
alect systems often include dialogue state tracking,
dialogue policy management and response gen-
eration tasks (Razumovskaia et al., 2022). The
development of multilingual NLU systems, how-
ever, is greatly limited by the low availability of suit-
able data for less-represented languages. Most
research on multilingual SID therefore focuses on
transfer from high-resource languages via multilin-
gual language representations.

2Available at: https://github.com/mainlp/
NaLiBaSID

In the next part we focus on available datasets,
while we refer the reader to a recent comprehen-
sive survey by Razumovskaia et al. (2022) for de-
tails on methods.

2.1. Source Datasets
Our data is based on two different source datasets:
xSID-0.4 (van der Goot et al., 2021a; Aepli et al.,
2023) and MASSIVE (FitzGerald et al., 2022).

xSID-0.4 The basis for the translation was the
English xSID (van der Goot et al., 2021a) data,
which includes utterances from the Snips (Coucke
et al., 2018) and Facebook (Schuster et al., 2019)
datasets. xSID 0.4 is a cross-lingual evaluation
dataset that covers 15 different languages, among
these, South Tyrolean, which is also a southern
Austro-Bavarian dialect. It consists of 800 utter-
ances per language split into a development and
test part and a large English training split (43,605
utterances). The sentences are annotated with a
set of 16 intents and 34 slot labels.

Most utterances are distributed evenly across all
intents. However, the “weather/find” intent has re-
markably more utterances, while “snooze_alarm”,
“time_left_on_alarm” and “modify_alarm” occurred
only a few times. The exact intent distribution is a
part of Table 2 and applies also to both the Lithua-
nian and Bavarian xSID dataset translations.

MASSIVE The MASSIVE 1.1 dataset by FitzGer-
ald et al. (2022) is a large collection of multi-lingual
SID data covering 52 languages that was collected
from speaker utterances to virtual assistants. It
is larger than xSID and consists of 859,092 sen-
tences. For each language variation, the data
set of 16,521 sentences per language is split into
2.974 test, 2.033 dev and 11.514 train utterances.
The annotations include 60 different intents and 55
slot labels.

There is a difference in quality between xSID
and MASSIVE: In contrast to xSID, where the
data was manually translated by the authors them-
selves (van der Goot et al., 2021a), the data for
MASSIVE was collected and translated from and
by Amazon MTurk crowd workers which could
have yielded to lower quality data when compar-
ing to xSID. Each sentence was processed by
two workers in two translation steps. Three other
workers then judged the quality of the translations
and annotations in the following quality assurance
step.

2.2. Other Multilingual Datasets
In recent years, several multilingual dataset were
proposed. They add diversity to the already avail-
able datasets. One of the biggest multilingual

https://github.com/mainlp/NaLiBaSID
https://github.com/mainlp/NaLiBaSID
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Dataset Translation Src Native Intents Slots # sents
de-ba xSID – 16 34 800
lt xSID – 16 34 800
MAS:de-ba MASSIVE – 14 27 2,021
xMAS:de-ba MASSIVE+xSID – 16 34 2,821
nat:de-ba n/a collected 16 26 315
nat:lt n/a collected 16 30 327

Table 1: Overview of all data in NaLiBaSID with an overview of the sources for translation vs native data
collections.

datasets is MultiAtis++ (Xu et al., 2020). It is an
extension of the Multilingual Atis dataset by Upad-
hyay et al. (2018) that adds six new languages
to the three existing ones. This brings up the to-
tal number of available languages to nine. Multi-
Atis++ is a big step from the preceding multilingual
NLU datasets like the Facebook dataset (Schus-
ter et al., 2019) (English, Spanish, Thai) and the
Multilingual Atis dataset by Upadhyay et al. (2018)
(English, Hindi, Turkish) as mentioned before that
only consist of three languages each. For a more
complete overview of datasets, we refer to van der
Goot et al. (2021a); Aepli et al. (2023), FitzGerald
et al. (2022) and the SLU dataset surveys by Qin
et al. (2021) and Razumovskaia et al. (2022).

2.3. Translationese
Translationese (Toury, 2012; Zhang and Toral,
2019; Laviosa, 1997) is a concept observed in ma-
chine translation that states that a trace of the
source language remains in the sentence even
after translation. This phenomenon occurs in all
tasks that involve translations. Translationese also
simplifies the sentences and the translations are
usually written in a less complicated structure than
the original, which could make it easier for some
systems or task types to deal with the translated
sentence (Bizzoni et al., 2020).

In this paper, we study the effect of transla-
tionese on slot and intent detection by compar-
ing it against natural queries. It should be noted
that another aspect that affects performance is that
people ask different things in different parts of the
world; however teasing these two aspects apart is
non-trivial.

3. NaLiBaSID Data

The datasets we present are the xSID (van der
Goot et al., 2021a) translations de-ba for Bavar-
ian and lt for Lithuanian. Additionally, we trans-
late a part of the MASSIVE (FitzGerald et al.,
2022) data into Bavarian in the MAS:de-ba dataset.
Together, the xSID and MASSIVE translations
form the larger cross-datasets Bavarian dataset
xMAS:de-ba. We evaluate both separate dataset

splits and the combined xMAS:de-ba. Further-
more, we present the natural datasets for the two
languages: nat:de-ba and nat:lt. The acquisi-
tion, translation and annotation processes are ex-
plained in this Section.

All datasets, unless stated otherwise, follow the
original xSID test and development set split of 60-
40%. Both the Bavarian and Lithuanian transla-
tions are based on the translation guidelines by
van der Goot et al. (2021a, Appendix F), recently
also applied to extensions for Swiss German and
Neapolitan (Aepli et al., 2023). For both language
variants, we translate from the English original
data portion. The annotations are done according
to the annotation guidelines of the xSID dataset
(van der Goot et al., 2021a, Appendix G).

An overview over the dataset statistics for the
new evaluation sets is given in Table 1.

3.1. Translated Datasets

3.1.1. xSID Bavarian and Lithuanian Datasets

Translation and annotation is done by the au-
thors of this paper; we opted for this option in-
stead of crowd-sourcing, as we have more con-
trol, crowd-sourcing being not available for Bavar-
ian/Lithuanian, and the fact that we can ensure
higher quality translation and annotations are done
by motivated native speakers. Furthermore, the ut-
terances are relatively simple, and agreement for
intent detection was shown to be high for untrained,
motivated native speakers (0.924 Fleiss Kappa) as
found in van der Goot et al. (2021a). We consider
the good quality we achieved as the strength of
our datasets. However, since the annotations and
translations were carried out by the same people,
regional and personal biases may be present in the
datasets.

We have translated the utterances of the English
xSID-0.4 (van der Goot et al., 2021a; Aepli et al.,
2023) dataset in such a way that the Bavarian and
Lithuanian versions (de-ba and lt) sound as fluid
and natural as possible while trying to stay close
the meaning of the original sentence (example in
Figure 1). For the annotations, we have adopted
the intents and slots of the xSID dataset as they
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were used by van der Goot et al. (2021a). The
sizes of the xSID translation datasets are the same
for both languages and can be seen in Table 1.
The test-dev split distributes the sentences into a
test set of 500 and a development set of 300 sen-
tences.

Translation While translating the Bavarian data,
we encountered a difficulty that stems from the lack
of a standard orthography for the dialect: There
are many different ways to write a word and the
variants differ according to region and the individ-
ual native speaker. The translated Bavarian data
therefore only contains the personally preferred
spellings from one of the authors and not multiple
variations. We go into more detail on this in Sec-
tion 3.2. Further challenges for Bavarian transla-
tion are numbers and time indications, which are
accumulated in Appendix A.1.

There are also noteworthy key points that had
an influence on the Lithuanian translations. It is
particularly worthy to mention that there is no fixed
word order in the Lithuanian language. Instead,
the word functions are marked by cases. An exam-
ple for this can be seen in Table 3. For this reason,
the words and resulting annotations may appear in
a different order than in the original sentence.

This is also interesting in terms of name men-
tions. For correct usage of names in the Lithua-
nian language, they need to be transcribed to the
Lithuanian alphabet and an ending that allows the
application of cases must be attached. There are
some modern English names that occur in the En-
glish data, which are not translated into Lithuanian
in order to match the other xSID datasets and fol-
low the translation guidelines by van der Goot et al.
(2021a). It is not grammatically correct yet often
used in Lithuanian. More details on the adjust-
ments, challenges and possible word orders are
presented in Appendix A.2.

3.1.2. MASSIVE Bavarian Dataset

To explore the model performance in a cross-
datasets setup, we additionally translated a portion
of the MASSIVE (FitzGerald et al., 2022) data.

In total, 2,021 utterances were extracted across
the MASSIVE test (366), dev (256) and train
(1.399) sets. The final distribution of the intents
in our MAS:de-ba dataset is given in Table 2. We
provide details on the intent mapping between the
xSID and MASSIVE data sources and further re-
annotation information in appendix B. The test set
contains 1,212 sentences, the development set
809 sentences.

We only translated a selection of the total MAS-
SIVE sentences because only few of the MAS-
SIVE intents overlap well with the xSID intents, and

Intent MASSIVE xSID
PlayMusic 588 63
weather/find 439 202
set_alarm 225 53
show_alarms 176 29
set_reminder 171 50
show_reminders 169 31
cancel_alarm 104 55
SearchScreeningEvent 59 60
AddToPlaylist 36 53
BookRestaurant 27 69
cancel_reminder 14 26
SearchCreativeWork 6 52
modify_alarm 4 1
snooze_alarm 3 5
RateBook 0 47
time_left_on_alarm 0 4

Table 2: Distribution over intents in annotated
(sub)parts of MASSIVE and xSID.

MASSIVE is highly skewed towards the “PlayMu-
sic” intent. If all MASSIVE “PlayMusic” utterances
were translated, 36% of utterances would belong
to this intent. MASSIVE also covers a much wider
range of topics per intent, so we manually sorted
out some sentences because they either fitted an-
other xSID intent better or did not fit at all into an
intent category of the xSID label set. Afterwards,
we re-annotated the completely fitting sentences
following the annotation guidelines of van der Goot
et al. (2021a, Appendix G) for this process.

A part of the MAS:de-ba utterances is similar
to the xSID sentences. However, some intents
have varying levels of complexity across the two
datasets. To name some examples, we show sen-
tences in Figure 2. The “reminder” intents of the
MASSIVE dataset often had a much higher level of
complexity and detail in their sentences, whereas
the “weather/find” utterances had less variety than
the xSID counterparts.

3.1.3. Combined Bavarian Dataset

We additionally provide the combination of the
separate xSID and MASSIVE splits as a single
dataset: xMAS:de-ba. With this, we create the
largest dataset for a low-resource language vari-
ant without orthography.

The combination brings up the size to 2,821 sen-
tences in total (800 xSID; 2,021 MASSIVE; cf. Ta-
ble 2). The test set consists of 1,694 and the de-
velopment set of 1,127 sentences.

In Section 5, we provide results on xMAS:de-ba
in Tables 4 and 5. We use this dataset to show the
cross-dataset evaluation performance in a com-
bined dataset. We expect the results to show a
mean performance of the individual results of de-
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“reminder/set_reminder”

MASSIVE remind me to call my daughter first thing on thursday to wish her
happy anniversary

xSID Remind me to call my sister tomorrow

“weather/find”
MASSIVE any signs of rain
xSID how many inches of rain are we suppose to get tomorrow?

Figure 2: Example sentences illustrating the varying levels of complexity and detail between the MAS-
SIVE and xSID sentences for the “reminder/set_reminder” and “weather/find” intents.

ba and MAS:de-ba, respectively.
This cross-dataset collection xMAS:de-ba exists

only for Bavarian because of resource limitations
and the Lithuanian translation remains an aspect
for future work.

3.2. Natural Datasets
The natural datasets for Bavarian (nat:de-ba) and
Lithuanian (nat:lt) are both collected from native
speakers of the respective languages to investi-
gate the effect of naturalness as opposed to the
translationese of translated datasets.

For Bavarian, we acquired 315 sentences, for
Lithuanian 327 sentences, therefore nearly an
equal amount. Examples for the natural Lithua-
nian data can be seen in Table 3. The acquisi-
tion of the sentences was designed in such a way
that for each xSID intent, participants were asked
to provide written utterances, imagining they give
commands to a digital assistant. Like this, we have
sentences for all 16 xSID intents in each natural
dataset. The exact acquisition methods are high-
lighted individually for each language in the follow-
ing. For the slots, we manually annotated all nat-
ural data. However, the sentences did not con-
tain every slot that appeared in the xSID set (34).
The final Bavarian sentences contain 26 slot labels,
whereas in the Lithuanian data 30 slot types oc-
curred. Those statistics can be seen in Table 1.

Acquisition for Bavarian We collected utter-
ances from native speakers by providing them with
a questionnaire, which indicated that they con-
tribute to a research project for Bavarian. An ex-
ample question that was used in the form can be
seen in Figure 3.

The 21 participants were presented with 16 dif-
ferent scenarios in which they were asked to imag-
ine giving commands or asking questions to a dig-
ital assistant. The collected sentences are left in-
tact as they were received and were not corrected
or altered in any way. All participants originate
from the Upper Bavaria region between Munich
and the Austrian border, belonging to the Central
Bavarian language region.

The wide region from which the anonymous par-
ticipants come is responsible for a peculiarity of
the Bavarian dialect that appeared in the natural
Bavarian data: As there is no standardised orthog-
raphy for the dialect, different spellings of the same
words occurred. While this also applies to the
translated sentences, there are less variations be-
cause it was manually done by one person, one
of the authors. The spelling variations are much
more common and relevant in the natural data as
the sentences were produced by different people
with different preferences. To exemplify this, con-
sider the word German word “stellen” (to set). The
verb is referred to with 4 different writing variations:
“stei”, “stö”, “steu”, “stoi”.

Acquisition for Lithuanian The sentences for
the Lithuanian natural data were collected from 19
participants with the help of a questionnaire (cf.
Figure 3). The utterances are again commands for
various tasks that match the xSID intents. How-
ever, digital assistants are not very common in
Lithuania which led to the production of unsuitable
sentences that were too abstract or did not fit the
intent. These utterances were removed from the
dataset.

In addition, two types of mistakes were cor-
rected by one of the authors. One the one hand,
mistyped words that were cleary identifiable were
corrected and on the other hand, words that did
not use the Lithuanian alphabet were transcribed.
Some Lithuanian letters do not exist in the English
alphabet and are therefore often exchanged for
similar Latin letters.

4. Experimental Setup

Following van der Goot et al. (2021a), we evalu-
ate a zero-shot scenario and train a model on the
xSID English training data. We test the perfor-
mance of the model on our Bavarian and Lithua-
nian datasets. We chose this setup for our exper-
iments due to the lack of Bavarian and Lithuanian
resources for training such models on our target
languages. This setup allows us to investigate
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Language Sentence Word Order Comment
English show set alarms V-A-O English translation
Lithuanian parodyt žadintuvus nustatytus V-O-A original sentence

rodyti nustatytus žadintuvus V-A-O Verb in infinitive without prefix
nustatytus žadintuvus parodyti A-O-V Verb in infinitive
žadintuvus nustatytus rodyti O-A-V Verb in infinitive form without prefix

Table 3: Lithuanian sentences from nat:lt with different word orders. V = Verb, A = Adjective, O = Object.

Bavarian Google Forms form:
Stell dir vor...
Dass du einen Wecker einstellen willst.
Beispiel: Stei ma an Wecka auf 8 Uhr.

Lithuanian Questionnaire:
Jums reikia nurodyti / liepti skaitmeniniam
asistentui balsu tvarkyti veiksmus susijusius su
žadintuvu. Kaip jus nurodytumete atlikti atlikti
šias užduotis:
a) Atšaukti žadintuvą
b) Nustatyti žadintuvą
c) Pakeisti žadintuvo laiką

Figure 3: Example questions extracted from the
Bavarian and Lithuanian questionnaires.

the transfer capabilities from English to the low-
resource languages.

We use the MaChAmp toolkit (van der Goot
et al., 2021b) v0.4 for all our experiments with de-
fault hyperparameters. We implement slot and in-
tent detection with a shared encoder. Each task
then has its own decoder. For intent detection
we classify the special start token, for intent de-
tection we use IOB labels on the word level. The
pre-trained language model we used for the base-
line model is mBERT (Devlin et al., 2019) follow-
ing van der Goot et al. (2021a). mBERT includes
both Bavarian and Lithuanian in the pre-training
data. For evaluation, the metrics used are accu-
racy for intent classification and span F1-scores to
evaluate slot detection. For both metrics, we use
the implementation of van der Goot et al. (2021a).

We train over three different random seeds and
present the average results and standard devia-
tions on the development data in Table 4. Like-
wise, the average test data results can be seen in
Table 5. The full result tables with the scores per
seed for both the development and test datasets
can be seen in the Appendix in Tables 10 and 11,
respectively.

The English and standard German xSID
(van der Goot et al., 2021a) datasets are the base
for the comparison of the performance on our
Bavarian sets. We compare our results to the
results of on the xSID dataset, but we want to
note that we use a newer version of MaChAmp

and the results are slighly higher than the original
experiment scores (van der Goot et al., 2021a).

5. Results

The results on the development data can be seen
in Table 4 and those on the test data in Table 5. Be-
low, we provide an evaluation of the performance
of the intent classification and slot detection tasks.

5.1. Development Data Results

Intent Accuracy The task of intent classification
is easy for standard languages. This can be seen
when predicting on the English xSID data. There,
the models achieve 100% over all three random
seeds. Therefore, we consider the task on English
data as solved. This is not the case for standard
German, where intent accuracy is 75.7%.

When comparing standard German to Bavarian,
however, we observe that intent accuracy drops
from 75.7% to 66.6% and 51.3% on the translated
Bavarian datasets de-ba and xMAS:de-ba, respec-
tively. Overall despite of the drop in performance,
the model performs intent classification quite well
on this low-resource dialect. It is interesting, how-
ever, that the score of MAS:de-ba lies below de-ba.
The combined xMAS:de-ba score lies between the
de-ba and MAS:de-ba results and shows that the
MASSIVE portion of the data has a negative im-
pact on the cross-dataset results. Therefore we
can derive the hypothesis that the method of col-
lecting the data is very important as the sentences
may differ from each other (Figure 2), and we
should focus more on cross-dataset experiments,
so that we can ensure our models are robust.

We hypothesise that the better performance on
de-ba stems from the usage of xSID training data
for the model training, meaning that the xSID eval-
uation sentences are more similar to the training
data. Therefore, other sentences are more distant
to the model and harder to predict on.

The Lithuanian intent accuracy moves within the
same lines as the Bavarian data with an accuracy
of 59.4% and lies between the scores of xMAS:de-
ba and de-ba. We expected a similar performance,
as both languages are included in the mBERT (De-
vlin et al., 2019) training data.
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Intent Class. Slot Det.
Language Accuracy Slot F1 Score
xSID:en 100.0 ±0.0 97.2 ±0.1
xSID:de 75.7 ±4.0 73.0 ±0.7
de-ba 66.6 ±3.7 46.5 ±3.7
MAS:de-ba 44.2 ±4.7 18.6 ±1.2
xMAS:de-ba 51.3 ±4.0 28.8 ±2.3
lt 59.4 ±4.3 47.1 ±2.8

Table 4: Development data results and standard
deviations on English, German, Bavarian and
Lithuanian. Average scores across three random
seeds.

A closer analysis of the results is provided in
Section 6.

Slot F1 Scores Our results confirm that slot de-
tection is a more difficult task than intent classifi-
cation. This is reflected in the low xSID:en and
xSID:de scores, and the even lower scores of our
low-resource variants (Table 4, lower part).

The low F1 scores of 18.6% on MAS:de-ba and
the resulting 28.8% on xMAS:de-ba are especially
noteworthy. The prediction in the cross-dataset
setup does not work as well as on de-ba where the
evaluation reached 46.5% for the reasons already
explained on the intent accuracy results.

A similar score can be observed for the Lithua-
nian data. The translated lt data reached a F1
score of 47.1%. Interestingly, this score is a
bit higher than the score of the translated Bavar-
ian MAS:de-ba dataset which underlines the low
cross-dataset performance.

To investigate whether the detection of the bor-
ders of the slots or the labelling itself is the bottle-
neck, we provide a further analysis in Section 6.2.

5.2. Test Data Results

Intent Accuracy The intent accuracy scores on
the test datasets barely differ from the results on
the development data which confirms our findings
on the development data. The xSID-only data
de-ba still performs better than MAS:de-ba and
xMAS:de-ba. As before, MAS:de-ba lowers the
cross-dataset experiment results of xMAS:de-ba.
The scores for Lithuanian lt again lie in between
those values.

Most importantly, we observe that the natural
datasets’ performances are lower than the trans-
lated datasets. This shows that the natural data is
harder for the model to predict on, and translations
provide a slightly more optimistic evaluation score.
We hypothesise that the higher results on trans-
lated queries are due to the influence of “trans-
lationese” on the translated data (Section 2.3).

Intent Class. Slot Det.
Language Accuracy Slot F1 Score
xSID:en 99.2 ±0.2 95.4 ±0.5
xSID:de 74.5 ±3.9 69.6 ±0.8
de-ba 67.3 ±4.3 44.8 ±2.2
MAS:de-ba 45.4 ±4.8 18.6 ±0.9
xMAS:de-ba 51.1 ±4.9 27.1 ±1.4
lt 58.9 ±3.6 43.3 ±2.3
nat:de-ba 38.0 ±5.2 25.0 ±1.6
nat:lt 43.2 ±5.5 31.6 ±2.3

Table 5: Test data results and standard deviations.
Average scores across three random seeds.

Translationese makes the translated datasets bet-
ter known to the model than the natural sentences
due to English traces in the sentences that the na-
tive utterances miss completely.

Slot F1 Scores Just like with the development
data, the slot f1 scores are lower than the slot de-
tection results on xSID:en and xSID:de.

It is especially noteworthy that even though
the performance on nat:lt is low, it is still higher
than the score of MAS:de-ba and the combined
xMAS:de-ba dataset. Both of them should perform
better according due to the translationese influ-
ence. This underlines the low performance of the
cross-dataset experiments even further and hints
that the MASSIVE utterances are challenging for
the model that was trained only on xSID data.

The trends for the Lithuanian data corresponds
to the Bavarian data. The natural dataset nat:de-
ba performs worse than the translated data which
leads us back to the influence of translationese
that improves the performance on the translated
data. The highest Bavarian slot F1 score was
again reached on the xSID-only de-ba.

6. Analysis

To identify in which cases the model fails, we con-
duct several in-depth analyses.

6.1. Confusion Matrices for Intent
Accuracy

xSID Datasets For the analysis of the error types
made on each of our proposed datasets for in-
tents, we use confusion matrices of the best run
(random seed 0212), shown in Figure 4. The re-
sults on the translated xSID data (de-ba and lt)
show that there is a large disparity on the difficulty
of the true labels. The “snooze_alarm” and “can-
cel_alarm” intents are difficult and “PlayMusic” and
“weather/find” are heavily overpredicted for both
languages.
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Figure 4: Confusion Matrices for the test sets.

While the trends are mostly the same, there
are also differences between the two language
varieties: In lt the “weather/find” label is wrongly
predicted for a wider variety of true labels, and
“SearchCreativeWork” is harder in the Bavarian
dataset. Also, in the Lithuanian data, many of the
difficult intents are never found (0.00 on the diago-
nal). The MASSIVE data (MAS:de-ba) shows the
same tendencies as the xSID data. However, as
there is a higher number of “PlayMusic” utterances
in the MASSIVE data, other intents like “AddTo-
Playlist” tend to be predicted wrongly as “PlayMu-
sic” which creates an overprediction of the intent,
even though the majority of the intent’s predictions
are correct.

Natural Datasets Interestingly, the results on
the translated and natural datasets show very sim-
ilar trends: for example, both de-ba and nat:de-
ba the “PlayMusic”, “SearchCreativeWork”, and
“weather/find” intents are overpredicted; although
there are more of the same errors in nat:de-ba.
For the results on Lithuanian, we also see a lot
of correspondence in the type of errors, but for
the natural data (nat:lt), there are also more labels
that are consistently not found, like “cancel_alarm”,
“show_alarms”, and “snooze_alarm”.

Deviations Analysis The high standard devia-
tions between the three random seeds (cf. Ta-
ble 5) lead us to examine the confusion matrices
of the best and worst seed for each dataset to
investigate possible causes for the performance
differences. The models trained on English only
has unstable performance on the other languages’
datasets on specific labels. Even though the lan-
guages are not related, the specific mispredicted
intents overlap between the languages. de-ba
struggles with “BookRestaurant”, “SearchCreative-
Work” and “weather/find”. MAS:de-ba has difficul-
ties in classifying “AddToPlaylist”. lt tends to over-
predict “PlayMusic”. These trends also apply to the
natural datasets nat:de-ba and nat:lt. This shows
that there are just a few labels that lead to the large
stdev values we observe. The performance on the
other intents is more stable.

6.2. Unlabeled and Loose F1 Scores for
Slot Detection

We next aim to gain a deeper understanding of
slot prediction performance. To do so, we calcu-
late the unlabeled and loose F1 scores (van der
Goot et al., 2021a) for our datasets. For that, we
use the average results over three random seeds
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Language Strict F1 Unlab.F1 Loose F1
MAS:de-ba 18.6 ±0.8 41.6 ±2.1 35.3 ±1.9
de-ba 45.0 ±2.3 66.2 ±2.0 58.1 ±2.9
lt 43.4 ±2.4 68.7 ±2.9 54.3 ±2.7
nat:de-ba 26.6 ±0.7 55.3 ±3.6 41.9 ±1.6
nat:lt 34.2 ±3.7 54.6 ±3.0 45.4 ±3.5

Table 6: Slot detection results on our datasets.
Averages over 3 random seeds + standard devi-
ations. Unlab. (Unlabeled) F1.

and the standard deviations. Unlabeled F1 is a
score that indicates the model’s ability to identify
slots, regardless of whether it correctly assigns
a label to the slot. The loose F1 score confirms
whether correctly labeled slots are identified with
non-exact boundaries. A high unlabeled F1 score
indicates that the model assigns incorrect labels to
slots whereas a high loose F1 score suggests that
the baseline model correctly predicts the label but
is inaccurate with slot boundaries.

Table 6 reports the results for all three metrics.
In general, the unlabeled and loose F1 are both
substantially higher compared to the strict span-
F1 score. This indicates that there are many
cases where the model produces a partially cor-
rect prediction. This is especially true for the
natural datasets; the differences on the strict F1
scores are striking. The differences on loose
F1 are much smaller, and on unlabeled F1 even
smaller. Therefore, we hypothesise that transfer-
ring to sentences produced by native speakers
mostly leads to partially correct predictions instead
of completely wrong ones, which strict F1 evalua-
tion misses. Across datasets, the unlabeled F1 is
higher compared to the loose F1, showing that the
larger problem for the model is to find the correct
label instead of finding the exact span.

If we compare the results on the two language
variants to each other, we can see that the differ-
ence between unlabeled and loose F1 are largest
for the Lithuanian datasets, meaning that the prob-
lem of finding the exact span is easier for the
model. For German the largest difference between
unlabeled and loose is for the native data.

7. Conclusions

We have contributed NaLiBaSID, a new bench-
mark that encompasses various datasets for SID
for two low-resource language varieties: Bavarian
and Lithuanian. We provide data directly trans-
lated and annotated from a cross-lingual bench-
mark (xSID), data for cross-dataset evaluation
(MASSIVE + xSID), and natural data generated
from native speakers. Our results show that
the translated datasets lead to overoptimistic es-

timates of performance. However, it is interest-
ing that the types of errors made on the translated
and the natural data are highly similar. The cross-
dataset results show that results are already a lot
lower when data is collected with a different proce-
dure. With our work, we aim to contribute to sup-
porting linguistic diversity of NLU applications.
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Appendix

A. Translation Challenges

The translation was carried out following the trans-
lation guidelines of van der Goot et al. (2021a, Ap-
pendix F). However, the Bavarian and Lithuanian
languages posed some challenges which are fur-
ther examined here.

A.1. Bavarian
1. Numbers mainly appear in the xSID data set

as numerals and sometimes as written out
forms. We translate them as a mixture of dig-
its and words. This is due to the fact that the
Bavarian dialect has dialect pronunciations of
the numbers that we want to reflect in the data.

2. Time mentions in English are usually accom-
panied by “am” and “pm”. As there is no cor-
responding fixed expression in German, we
translate “am” as “in da fria” (“in the morn-
ing”) and “pm” as “nammiddog”/“nammidog”
(“afternoon”) or “aufnacht”/“auf Nacht” (“in the
evening/night”) depending on the time of day
to reflect these time expressions. We want to
note, however, that in spoken language, these
clarifications of time of day are usually omit-
ted.

3. We did not translate names or named entities
into a German variation.

A.2. Lithuanian
1. Geographical locations such as cities, coun-

tries, etc. have to be translated to the Lithua-
nian language, since the names of locations
have cases and need to match the rest of the
sentence. For this, we use the dictionary of
the Lithuanian language commission3 for con-
firmed translation of locations.

2. The numbers have cases in Lithuanian, too.
In written language, numbers are always writ-
ten as digits and Lithuanian speakers intu-
itively adjust the case. We transcribe part of
the numbers to words to keep variety between
digits and numeral words and to portray the
different cases in our data.

3. While translating, we tried to keep grammat-
ical mistakes in similar form. But it was dif-
ficult as nouns and verbs often have different
structures so it was not always possible to find
ways to replicate the errors from the English
sentence in Lithuanian language.

3https://pasaulio-vardai.vlkk.lt/

4. No name transcription was done on transla-
tions.

5. Sometimes words like book, movie or game
are added, even if it is not in the original sen-
tence. This allows for application of cases
when the name of the medium is not trans-
lated.

6. Sentence modifications were created to see
how many words need to be replaced for the
baseline model to correctly predict the intent
label. Table 7 shows the small sample of a
dataset created from 1 sentence. The ”word
order” column shows the word order in each
sentence, here: V- verb, O - object, A - adjec-
tive. In block 2, adjective is replaced with the
possessive pronoun ’my’. In block 3, some
Lithuanian words are replaced with English.
All of these sentences in block 3 would never
be used in Lithuanian spoken language.

B. MASSIVE Re-Annotation

The intents of the MASSIVE (FitzGerald et al.,
2022) dataset differ from the fixed set of 16 in-
tents that was used in the annotation of the xSID
(van der Goot et al., 2021a) dataset.

For that reason, the utterances had to be
manually inspected and aligned to the xSID set.
The mapping is portrayed alongside the frequen-
cies in Table 8. For all xSID intents except for
“weather/find”, parts of several MASSIVE intents
could be subordinated to each intent.

The MASSIVE slot labels were also replaced
with the xSID slot labels as can be reviewed in Ta-
ble 9. The slot renaming process was performed
together with relabelling, as there are multiple slot
types in xSID that do not appear in MASSIVE but
hold valuable information, e.g. “reference”.

C. Full Experiment Results

Tables 10 and 11 show the full experiment results
on all datasets across the three different random
seeds we trained. Table 10 shows all intent accu-
racy and slot-f1 scores for the development data,
whereas table 11 presents the full results on the
test dataset splits.
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Table 7: Different forms of nat:lt dataset’s id:47 sentence. Note 1: shortened infinitive is used in spoken
language and comes from one of dialects. Note 2: the 3rd block replaces some Lithuanian words to
English, and those sentences are incorrect. It tests how many words need to replace for baseline model
to correctly identify intent.
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xSID Intent MASSIVE Intent # sents # total
PlayMusic play_music 506 588

play_radio 79
music_likeness 2
calendar_set 1

weather/find weather_query 439 439
alarm/set_alarm alarm_set 223 225

calendar_set 2
alarm/show_alarms alarm_query 172 176

alarm_set 3
calendar_query 1

reminder/show_reminders calendar_query 166 169
alarm_query 2
calender_set 1

reminder/set_reminder calendar_set 161 171
alarm_set 7
calendar_query 2
play_music 1

alarm/cancel_alarm alarm_remove 104 104
SearchScreeningEvent recommendation_movies 48 59

recommendation_events 6
calendar_query 4
takeaway_order 1

AddToPlaylist music_likeness 35 36
play_music 1

BookRestaurant recommendation_locations 25 27
takeaway_query 2

reminder/cancel_reminder calendar_remove 8 14
alarm_remove 6

SearchCreativeWork music_query 2 6
recommendation_movies 4

alarm/modify_alarm alarm_remove 2 4
alarm_set 2

alarm/snooze_alarm alarm_remove 2 3
alarm_set 1

RateBook — 0 0
alarm/time_left_on_alarm — 0 0

2021

Table 8: Mapping of the MASSIVE intents to the xSID intents for the MASSIVE utterances that are part
of xMAS:de-ba.
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xSID slot MASSIVE slot # slots
datetime date 1001
reminder/todo time

meal_type
timeofday
event_name 350

reference — 350
location place_name 196
weather/attribute weather_descriptor 191
artist artist_name 182
genre music_genre 141
track song_name 130
music_item media_type 99

music_album
movie_type movie_type 38
playlist playlist_name 36
service media_type 34

app_name
condition_description weather_descriptor 28
condition_temperature weather_descriptor 27
object_location_type — 22
sort — 21
movie_name movie_name 9
restaurant_type business_type 9
object_type — 8
served_dish food_type 8
object_select — 6
rating_value — 3
restaurant_name business_name 2
rating_unit — 1
party_size_number — 1

Table 9: Mapping of the MASSIVE slot labels to the xSID slot labels for the MASSIVE utterances that
are part of xMAS:de-ba
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Dev Data mBERT-sid
s8446 s0212 s2301

Intent Classification

xSID:en 100 100 100
100

xSID:de 72.0 80.0 75.0
75.7

de-ba 68.3 69.0 62.3
66.6

MAS:de-ba 46.9 51.5 42.5
47.0

xMAS:de-ba 53.1 54.1 46.8
51.3

lt 60.7 54.7 63.0
59.4

Slot Detection

xSID:en 97.3 97.1 97.3
97.2

xSID:de 72.5 72.8 73.8
73.0

de-ba 50,1 46,6 42,7
46,5

MAS:de-ba 19.8 18.3 17.4
18.5

xMAS:de-ba 31.4 27.3 27.6
28.8

lt 48,4 43,9 48,9
47,1

Table 10: Development data results across all three different random seeds and the average scores.
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Test Data mBERT-sid
s8446 s0212 s2301

Intent Classification

xSID:en 99.4 99.2 99.0
99.2

xSID:de 73.2 78.8 71.4
74.5

de-ba 67.8 71.4 62.8
67.3

MAS:de-ba 51.5 49.0 43.4
48.0

xMAS:de-ba 53.0 54.7 45.5
51.1

lt 60.8 54.8 61.2
58.9

nat:de-ba 36.6 43.8 33.7
38.0

nat:lt 48.3 37.3 44.0
43.2

Slot Detection

xSID:en 95.6 94.8 95.8
95.4

xSID:de 68.8 69.5 70.4
69.6

de-ba 46.9 44.8 42.6
44.8

MAS:de-ba 19.5 17.8 18.5
18.6

xMAS:de-ba 28.4 27.4 25.6
27.1

lt 44.3 40.7 45.1
43.3

nat:de-ba 23.3 26.4 25.4
25.0

nat:lt 32.0 29.0 33.6
31.6

Table 11: Test data results across all three different random seeds and the average scores. The natural
dataset are not split into development and test sets and are instead used in their entirety for the test data
experiments.
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D. NaLiBaSID Data Statement

Data statement for NaLiBaSID following Bender
and Friedman (2018):

A. CURATION RATIONALE Dataset for use in
slot and intent detection tasks for digital assistants.

• de-ba, lt: We translated from the xSID dataset
(van der Goot et al., 2021a) and expand the
language availability of this dataset.

• MAS:de-ba: We translated a sample from the
MASSIVE dataset (FitzGerald et al., 2022).

• nat:de-ba, nat:lt: We collected a small dataset
of natural utterances written down by native
speakers of the respective language.

B. LANGUAGE VARIETY
• de-ba, MAS:de-ba: The translation was car-

ried out by a native Bavarian speaker, one of
the authors.

• lt: The translation was carried out by a native
Lithuanian speaker, one of the authors.

• nat:de-ba: The sentences were produced by
native Bavarian speakers stemming from the
southern Bavarian region in Germany and the
border area of Austria, therefore the dialect
can be classified as Central Bavarian (also
reaching into the transition area between Cen-
tral and Southern Bavarian) (Vergeiner and
Bülow, 2023).

• nat:lt: The data was created by native Lithua-
nian speakers stemming mostly from the area
of the capital Vilnius.

Bavarian corresponds to the iso 639-3 code “bar”,
Lithuanian to “lit”.

C. SPEAKER DEMOGRAPHIC
• de-ba, MAS:de-ba, lt: The demographics of

the crowd workers that generated the original
data are unknown.

• nat:de-ba: The survey asking the participants
to produce the utterances was conducted
anonymously, therefore there are no details
about the speaker demographic. The chosen
distribution channels (Discord, word-of-mouth
recruiting) allow us to assume that students
between the ages 19 - 26 (highest student
counts by age in Germany in 2022/23 accord-
ing to statista4) or native speakers between
the ages 30 and 55 participated.

4Statista: Student Counts by Age at German Univer-
sities

• nat:lt: The data was generated by 19 Lithua-
nian native speaking respondents living in
Lithuania, mostly in capital Vilnius. 3 partici-
pants were aged 14 or younger, 3 participants
15 - 24, 12 participants 25 - 54 and one par-
ticipant was 55 or older.

D. ANNOTATOR DEMOGRAPHIC

• de-ba, MAS:de-ba, nat:de-ba: The annota-
tor is a native speaker of the Bavarian di-
alect within the age range of 18-24 years and
lives in the southern region of Bavaria in Ger-
many. The annotator has a Bachelor’s degree
in Computational Linguistics. The translation
was carried out by the annotator

• lt, nat:lt: The annotator is native Lithuanian
speaking person aged within the range of 35-
40 years. The annotator has acquired sec-
ondary education in Lithuanian language, a
Bachelor’s degree in Statistics in Lithuanian
language and another Bachelor’s degree in
Data Science in English. The translation was
carried out by the annotator.

E. SPEECH SITUATION

• de-ba, lt: The xSID data that our translations
are based on stems from Snips (Coucke et al.,
2018), generated in June 2017, and Face-
book (Schuster et al., 2019), probably gener-
ated in 2019. The chosen method was a tex-
tual collection of sentences that crowd work-
ers would say to a digital assistant given a spe-
cific topic (intent).

• MAS:de-ba: MASSIVE are translations based
on the SLURP dataset (Bastianelli et al.,
2020). SLURP was probably produced in
2020 by presenting crowd-workers with 200
pre-defined prompts asking them to write how
they would ask a digital assistant to perform
tasks. The MASSIVE translations were prob-
ably performed in 2022 by asking professional
translators to translate the SLURP data into
their local language, resulting in 50 transla-
tion.

• nat:de-ba: The participants were presented a
survey that asked them to write down how they
would ask a digital assistant for certain tasks
exactly the way that they would speak it in or-
der to capture the individual dialect.

• nat:lt: The data has been gathered in form
of digital questionnaire asking respondents to
write the sentences as how they would ask dig-
ital assistant in spoken form to complete a task
(intent). In case of the children, the questions

https://de.statista.com/statistik/daten/studie/1166109/umfrage/anzahl-der-studenten-an-deutschen-hochschulen-nach-alter/
https://de.statista.com/statistik/daten/studie/1166109/umfrage/anzahl-der-studenten-an-deutschen-hochschulen-nach-alter/
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have been asked in person and written down
by an adult.

F. TEXT CHARACTERISTICS

• de-ba, lt: The data spans several different top-
ics as defined by the following intents:
AddToPlaylist

BookRestaurant

PlayMusic

RateBook

SearchCreativeWork

SearchScreeningEvent

alarm/cancel_alarm

alarm/modify_alarm

alarm/set_alarm

alarm/show_alarms

alarm/snooze_alarm

alarm/time_left_on_alarm

reminder/cancel_reminder

reminder/set_reminder

reminder/show_reminders

weather/find

• MAS:de-ba: The MASSIVE data was re-
annotated to fit the xSID intents and slots.
However, the data only suited 14 out of 16
intents. Therefore, the genre of MAS:de-
ba is determined by the same set of in-
tents as de-ba except for “RateBook” and
“alarm/time_left_on_alarm”

• nat:de-ba, nat:lt: The collection of nat:de-ba
and nat:lt was performed in such a way that ut-
terances for the same set of intents as in xSID
(van der Goot et al., 2021a) was produced.
Therefore, the genre of the data is determined
by the same intents.
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