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Abstract
Despite recent advancements showcasing the impressive capabilities of Large Language Models (LLMs) in
conversational systems, we show that even state-of-the-art LLMs are morally inconsistent in their generations,
questioning their reliability (and trustworthiness in general). Prior works in LLM evaluation focus on developing
ground-truth data to measure accuracy on specific tasks. However, for moral scenarios that often lack
universally agreed-upon answers, consistency in model responses becomes crucial for their reliability. To
address this issue, we propose an information-theoretic measure called Semantic Graph Entropy (SaGE),
grounded in the concept of “Rules of Thumb” (RoTs) to measure a model’s moral consistency. RoTs are
abstract principles learned by a model and can help explain their decision-making strategies effectively. To
this extent, we construct the Moral Consistency Corpus (MCC), containing 50K moral questions, responses
to them by LLMs, and the RoTs that these models followed. Furthermore, to illustrate the generalizability
of SaGE, we use it to investigate LLM consistency on two popular datasets – TruthfulQA and HellaSwag.
Our results reveal that task-accuracy and consistency are independent problems, and there is a dire need to
investigate these issues further. OurData and Code are publicly available at: https://github.com/vnnm404/SaGE
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1. Introduction

“Not to care about being consistent in one’s moral
attitudes and feelings... would undermine one’s
credibility as a moral agent, not to mention as a
trustworthy and responsible person; one’s moral re-
sponses would be unpredictable and one’s character
unreliable”

– Campbell and Kumar (2012)

As Large Language Models (LLMs) continue to
scale in performance, the proliferation of these
AI systems in everyday use is inevitable (OpenAI,
2023; Lee, 2020). However, these systems are under-
utilized due to concerns about their trustworthiness
and reliability (Liu et al., 2023; Hu et al., 2021;
Mayer et al., 1995). Consequently, the field of AI
alignment has emerged to ensure that LLMs are
calibrated to human values, morals, ethics, and so-
cial norms (Gabriel 2020; Ammanabrolu et al. 2022;
Hadfield-Menell et al. 2019).

One of the key factors in ensuring alignment is
morality – principles concerning the distinction be-
tween right and wrong, or good and bad behavior.
Morality is an important factor in human decisions,
and acts as a driving force behind the persuasive-
ness and polarization of human opinions. Since
morals are shaped and maintained through mutual
agreements, it’s essential for AI systems to be de-

Figure 1: An example of GPT-3.5 Turbo providing
inconsistent answers when prompted with seman-
tically equivalent sentences. The responses were
recorded through the OpenAI API via zero-shot
prompting, on September 20th, 2023. The dialogues
shown represent paraphrased concise versions of the
original dialogues.

signed with careful consideration of these values,
ensuring alignment with human moral frameworks
(Gauthier 1987, Hu et al. 2021).

Moral Consistency is the ability to preserve
non-contradictory moral values across different
types of situations, and is often considered the hall-
mark of ethics (University; Arvanitis and Kalliris,

https://github.com/vnnm404/SaGE
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2020; Marcus, 1980). However, LLMs are known
to yield inconsistent outputs even in semanti-
cally equivalent contexts (see Figure 1) (Jang and
Lukasiewicz, 2023). This inconsistent behavior, if
shown in moral scenarios, could lead LLMs to:

1. Create confusion and uncertainty, hinder-
ing users’ trust (Liu et al., 2023).

2. Corrupt users’ moral beliefs, as shown by
Krügel et al. (2023).

3. Behave in unexpected ways when deployed
in the real world, leading to ethical and social
risks (Weidinger et al., 2021).

Moral consistency is widely acknowledged in psy-
chology and ethics. However, its importance in the
NLP community is yet to be established. Specifi-
cally, there is a lack of standardized methodologies
and metrics to effectively assess moral consistency
in LLMs, or morality in general (Chang et al., 2023).

Existing research works in evaluating LLM align-
ment examine task-specific accuracies with human-
labeled ground truth data in applications such as
commonsense inference (Zellers et al., 2019), rea-
soning (Clark et al., 2018), multitasking (Ma et al.,
2023), and truthful question-answering (Lin et al.,
2022). However, ground truth data alone may not
be good enough to evaluate LLMs (Gehrmann et al.,
2023), especially on more subjective and compli-
cated problems, such as morality and inconsistency.
Thus, distinguishing between accuracy and chal-
lenges such as consistency becomes vital for crafting
appropriate evaluation methodologies.
To address this research gap, we introduce a

novel framework to measure the moral consistency
of LLMs in semantically similar contexts.1 Our
method encompasses the development of the Moral
Consistency Corpus (MCC), extended from the ex-
isting “Moral Integrity Corpus” (MIC) (Ziems et al.,
2022). Subsequently, we introduce Semantic Graph
Entropy (SaGE), a novel information-theoretic
metric grounded in the concept of Rules of Thumb
(RoTs) to measure moral consistency in an LLM’s
responses. RoTs are basic conceptual units of moral-
ity that a model has learned during its training
stage. Our approach consists of generating seman-
tically equivalent scenarios and employing consis-
tency checks to see if a target LLM follows the
same RoT while responding to these scenarios (see
Figure 2).
Our framework is model-agnostic, does not re-

quire ground truth labels, and provides a reliable
way to measure the consistency of a language model.
We use SaGE to show that even state-of-the-art
(SOTA) LLMs are morally inconsistent, question-
ing their reliability in the real world. Further, we

1Moral consistency is a much broader term; we limit
this work to moral consistency in similar contexts only.

generalize our method to measure consistency in
other popular tasks like commonsense reasoning
and truthful question-answering. Our experiments
reveal that accuracy and consistency are not di-
rectly related, emphasizing the importance of un-
derstanding and improving LLMs in generating
reliable responses. We also show that sampling
methods do not improve consistency, and there is a
need to craft better methods that can guide LLMs
to provide consistent responses. Finally, we discuss
one such method that can potentially improve LLM
consistency.

2. Related Work

2.1. Morality in Language Models

Moral decision-making is often grounded in founda-
tional norms – don’t lie, don’t cheat, don’t steal, etc.
(Jin et al., 2022b). Prior works have attempted to
teach such norms to AI models like Delphi (Jiang
et al., 2022). Delphi was trained on a huge corpus of
ethical judgments (Commonsense Norm Bank) and
showed impressive results on its test data. However,
when deployed in the real world, it was found to
be inconsistent, illogical, and offensive (Talat et al.,
2021). To help strengthen the morality in AI mod-
els, Forbes et al. (2020a) introduced the concept of
RoTs – basic conceptual units of social norms and
morality that can guide conversational agents to
behave morally and pro-socially (Ziems et al. 2022,
Kim et al. 2022). Subsequently, Jin et al. (2022a)
proposed the MoralExceptQA challenge to teach
LLMs about the exceptions within moral rules. We,
however, believe that before delving into exceptions,
it’s crucial to ensure that LLMs are even able to
follow the rules consistently.

As LLMs have grown in scale and capability, the
spectrum of potential social risks they present has
also broadened (Weidinger et al., 2021). This has
led to an increasing number of works emphasiz-
ing the evaluation of these models to align with
human morals. Pan et al. (2023) introduced the
MACHIAVELLI benchmark to measure an LLM’s
tendency toward morality instead of maximizing
reward. Krügel et al. (2023) qualitatively revealed
that ChatGPT is morally inconsistent and is capa-
ble of corrupting users’ moral judgments. Scherrer
et al. (2023) show high levels of LLM inconsistency
in moral scenarios by using them as survey respon-
dents. However, these works require human inter-
vention in curating datasets. Thus, they are limited
by human perception and may not generalize well
in the real world (Talat et al., 2021). Our work
addresses this limitation by introducing an auto-
mated and generalizable approach which does not
require additional human efforts, ensuring broader
applicability.
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Figure 2: An illustration of our pipeline to evaluate moral consistency. Our five-step process includes
(1) Generating quality paraphrases for each question, (2) Generating answers from the target LLM, (3)
Generating RoTs for each Question-Answer pair, (4) Creating a semantic graph from the RoTs, and (5)
Calculating the Semantic Graph Entropy (SaGE).

2.2. Inconsistency in Language Models

Semantic consistency is the ability to make consis-
tent decisions in semantically equivalent contexts
(Elazar et al., 2021). Mitchell et al. (2022) showed
that neural models’ internal beliefs are inconsistent
across examples. Subsequently, Jang et al. (2022)
expanded on these works by introducing multiple
categories such as negational, symmetric, transi-
tive, and additive consistency. While recent works
have highlighted the improved capabilities of LLMs,
they are still known to generate inconsistent out-
puts to semantically equivalent situations (Jang
and Lukasiewicz, 2023). Similar to our work, these
works attempted to evaluate and benchmark lan-
guage models on consistency. However, they still
rely on creating ground truth datasets.

Fluri et al. (2023) proposed using consistency
checks as a measure to evaluate super-human sce-
narios (forecasting future events, making legal judg-
ments, etc.) with no ground truth. Similarly, since
moral scenarios often do not have answers which
are universally agreed upon, evaluation based on
ground truth becomes difficult, and may seem nor-
mative (Cialdini et al., 1991). Therefore, we pro-
pose a way to evaluate LLMs’ moral consistency in
a descriptive manner without defining ground truth
labels. To the best of our knowledge, our work is a
first in measuring moral consistency in LLMs using
norms (RoTs).

3. The Moral Consistency Corpus

To understand the level of moral consistency in
LLMs, we develop the Moral Consistency Corpus
(MCC), containing 50K moral questions, depicting
10K unique moral scenarios, and 50K × 11 answers
given by 11 LLMs, along with the RoTs they used
to answer these questions. MCC is constructed by
selectively augmenting 10K questions from MIC2

through paraphrasing and using 11 LLMs (listed in
Table 1) to generate answers for these questions.
Finally, we generate RoTs followed by the LLMs
to answer these questions. We choose MIC in our
experiments due to its collection of moral questions.
However, our approach can be generalized to any
dataset, as shown in section 5.4.

3.1. Generating Paraphrases and
Responses

As we are quantifying moral consistency in seman-
tically equivalent scenarios, our approach heavily
relies on generating paraphrases. While paraphrase
generation used to be a challenge in NLP (Zhou and
Bhat, 2021), recent works have proven that instruct-
tuned LLMs produce effective paraphrases (Kaneko

2MIC is a corpus containing 38K moral prompt-reply
pairs between humans and chatbots, along with human-
annotated RoTs. We randomly sample 10K of these
data points for our experiments.
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and Okazaki, 2023). Many recent works have used
paraphrasing for tasks such as data augmentation
(Abaskohi et al., 2023), adversarial attacks (Agar-
wal et al., 2023; Morris et al., 2020), and improving
natural language generation evaluation (Tang et al.,
2023).

Inspired by these works, we use an LLM to gener-
ate five high-quality paraphrases for each question
in the selected 10K questions. We used a Vicuna-
13b model 3 (Chiang et al., 2023) for the paraphrase
generation, as our qualitative visual inspection re-
vealed that it produced suitable paraphrases for
our task. We use the following one-shot prompt to
generate paraphrases from the Vicuna model.

Our prompt: paraphrase generation

Instruction: Your task is to generate multi-
ple paraphrased sentences. Do not change the
meaning of the text and be concise.

Sentence: example sentence 1

Paraphrases: example paraphrases

Sentence: <question>

Paraphrases:

To ensure high quality4 (Bandel et al., 2022),
we filter the paraphrases by selecting those that
yielded a ParaScore (Shen et al., 2022) greater than
0.8. ParaScore is a metric that uses both lexical
divergence and semantic similarity to ensure good-
quality evaluation of paraphrases.

Then, we generate answers for each paraphrased
question using 11 different LLMs – OPT (125m,5

1.3b,6 2.7b,7 6.7b,8 and 13b9), LLama 2 (7b-chat-
hf,10 13b-chat-hf11), Falcon (7b-instruct12), Mistral
(7b-instruct-v0.113), GPT-3.5 Turbo, and GPT-4.
We chose these LLMs as they are considered SOTA
due to their performance on popular benchmarks
(Edward Beeching, 2023).

3.2. Rules of Thumb (RoTs)

Forbes et al. (2020b) and Ziems et al. (2022) de-
fine RoTs as fundamental judgments about right

3https://huggingface.co/lmsys/vicuna-13b-v1.5
4High-quality paraphrases are those which are se-

mantically similar, yet lexically diverse.
5https://huggingface.co/facebook/opt-125m
6https://huggingface.co/facebook/opt-1.3b
7https://huggingface.co/facebook/opt-2.7b
8https://huggingface.co/facebook/opt-6.7b
9https://huggingface.co/facebook/opt-13b

10https://huggingface.co/meta-llama/Llama-2-7b-
chat-hf

11https://huggingface.co/meta-llama/Llama-2-13b-
chat-hf

12https://huggingface.co/tiiuae/falcon-7b
13https://huggingface.co/mistralai/Mistral-7B-

Instruct-v0.1

or wrong behavior. We adapt this definition and
redefine RoTs for the use of moral consistency mea-
surement as abstract guidelines or principles in-
ferred by a model from its training data, aiding
in its judgment of right or wrong behavior. We
propose using RoTs as explanations to represent
better and evaluate a model’s moral judgment. To
this extent, we redefine moral consistency for this
work as the ability to follow equivalent RoTs in
semantically similar scenarios. Prior attempts by
Kim et al. (2022) have shown that it is possible to
generate RoTs by looking at the question-answer
pairs. Inspired by these approaches, we generate
RoTs for every question-answer pair in MCC using
a few-shot approach (Brown et al., 2020). Following
is our prompt template to generate RoTs, and the
few shot examples are taken from MIC.

Our prompt: RoT generation

A Rule of Thumb (RoT) is a fundamental
judgment about right and wrong behavior. An
RoT should explain the basics of good and bad
behavior, should contain a judgment (e.g. “you
should”) and an action (e.g. “give money to the
poor”) and make a general rule but still provide
enough detail such that it is understandable
even out of context.

Instruction: Generate the rule of thumb for
the task question-answer pair: be as concise as
possible.

Question: When is it worth it to fight a losing
battle?

Answer: It is never worth it.

Rule of Thumb: Cowardice saves you from
fights you cannot win.

. . .

Question: <question>

Answer: <answer>

Rule of Thumb:

4. Our Metric

Given a question q and a generative language model
M, the task of SaGE is to assess M’s consistency
level while answering q. We first generate n para-
phrases of q, represented as X(q) = {x1, ..., xn}.
Then, we generate model responses to each of
these paraphrased questions A(q) = {a1, ..., an},
followed by a set of RoTs obeyed while answering
the respective questions R(q) = {r1, ..., rn} (i.e.,
(xi, ai) → ri). We then use semantic embeddings
to represent the RoTs and construct a semantic
graph for q. Finally, we calculate the graph entropy
of the semantic graph constructed and scale the
metric accordingly.
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4.1. Preliminary: Graph Entropy

Graph entropy is a measure used to determine
the structural information content of graphs (Ra-
shevsky, 1955). Graph entropy measures have
been applied in diverse fields such as sociology (Lu
et al. 2008, Butts 2001), chemistry, biology (Mo-
rowitz 1955, Rashevsky 1955), and even linguistics
(Abramov and Lokot, 2011; Goel et al., 2022).

In our work, we aim to quantify the consistency
in a model’s responses to paraphrased questions.
We do so by analyzing the structural and semantic
properties of the responses. We define graph en-
tropy in this section and adapt it to our task in the
later sections.

We start with the definition of Shannon’s entropy
(Shannon, 1948). Given a probability vector p =
(p1, . . . , pn), with 0 ≤ pi ≤ 1 and

∑n
i=1 pi = 1. The

Shannon’s entropy of p is defined as:

H(p) = −
n∑

i=1

pi log(pi) (1)

For a Graph G = (V,E), we consider the vertex
probability defined by Dehmer and Mowshowitz
(2011) as:

p(vi) =
f(vi)∑|V |
j=1 f(vj)

, (2)

where f(vi) is an arbitrary information functional
of vi. Thus, the graph entropy I(G) is defined as:

I(G) = −
n∑

i=1

p(vi) log p(vi)

= −
n∑

i=1

f(vi)∑|V |
j=1 f(vj)

log
f(vi)∑|V |
j=1 f(vj)

.

(3)

4.2. Semantic Graphs

To assess the consistency in the RoTs, we first
convert their textual representations {r1, ..., rn} to
their respective semantic embeddings {s1, ..., sn}.
We define a Semantic Graph Gs = (V,E) as a
graph with semantic embeddings with vertices
V = {s1, s2, ..., sn}, and the edges as E =
{d(s1, s2), d(s1, s3), ..., d(s1, sn), ..., d(sn−1, sn)},
where d(si, sj) represents the cosine distance
between two semantic embeddings.

We utilize the approach of generating seman-
tic representations of the input sequences by em-
ploying an SBERT DeBERTa model (Reimers and
Gurevych, 2019; He et al., 2020), fine-tuned on Nat-
ural Language Inference (NLI) datasets (Williams
et al., 2017). This model is selected due to its
superior performance in creating sentence embed-
dings for comparison, as highlighted by Reimers
and Gurevych (2019).

4.3. Semantic Graph Entropy (SaGE)

We define SaGE as the graph entropy of our seman-
tic graph Gs. In order to calculate SaGE, we define
the information functional f(vi) for our use case
as:

f(vi) =

n∑
j=1

sim(vi, vj) (4)

where sim(vi, vj) represents the semantic similarity
(calculated using cosine similarity) between vi and
vj . In information theoretic terms, f(vi) represents
the amount of mutual information stored within
the vertex vi. The underlying assumption is that
semantically similar sequences hold more mutual
information (Prior and Geffet, 2019). Substituting
this in eq. 2, we get:

p(vi) =

∑n
j=1 sim(vi, vj)∑n

i=1

∑n
j=1 sim(vi, vj)

(5)

Finally, the graph entropy I(Gs) is scaled14 by
λ =

∑n
i=1

∑n
j=1 sim(vi, vj)/(n(n− 1)), to get:

I(Gs) = λ

n∑
i=1

p(vi) log(p(vi)) (6)

A higher value of the graph entropy would indicate
less consistency, as more randomness is associated
with it. To make a higher value of SaGE indicate
more consistency, we normalize the graph entropy
and define SaGE as:

SaGE(Gs) = 1− I(Gs)

log n
(7)

5. Experiments and Analysis

We show consistency as an intrinsic property of
LLMs, independent of their hyperparameters or
performance on popular benchmarks. We also ex-
plore the reliability of SaGE, and if consistency can
be improved using naive methods. We lay out our
investigation by answering the following questions:

1. How morally consistent are current SOTA
LLMs? (Section 5.1)

2. Is SaGE a reliable metric to quantify moral
consistency? (Section 5.2)

3. Can consistency be controlled through sam-
pling methods? (Section 5.3)

4. How does consistency correlate with accuracy
in popular benchmarks? (Section 5.4)

5. Can we improve consistency with RoTs? (Sec-
tion 5.5)

14While semantic graph entropy in itself can capture
the structural properties of the graph, we multiply it
with the average of sentence similarity, to capture the
sentence similarity properties as well.
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5.1. Results on MCC

For a question q, given n paraphrases X(q) =
{x1, ..., xn}, with generated answers as A(q) =
{a1, ..., an}, Elazar et al. (2021)’s measure of con-
sistency is defined as:

Conslex(q) =
2

n(n− 1)

n∑
i,j=1,i̸=j

sim(ai, aj)

Here, sim(x, y) is replaced with lexical similarity
metrics such as BLEU (Papineni et al., 2002) and
ROUGE (Lin, 2004). Consequent works have re-
placed the lexical similarity metrics with seman-
tic similarity metrics (Raj et al., 2022) for more
reliability. Therefore, we replace sim(x, y) with
BERTScore to incorporate semantic similarity.
To quantify moral consistency in LLMs, we fol-

low our pipeline on a subset of MIC to construct
MCC. Then, we evaluate 11 LLMs on MCC using
SaGE, along with the metrics mentioned above.
Our approach relies on checking if these LLMs are
consistent with their answers, when questions are
paraphrased.
Table 1 shows the LLMs’ average scores on the

MCC dataset. Of the SOTA LLMs we picked, the
maximum observed SaGE score was 0.681, reveal-
ing that LLMs are inconsistent in moral scenarios.
We notice that among the OPT models, there is an
increase in consistency with the number of model
parameters. However, this does not hold perfectly
for the other groups of models, as GPT-3.5 Turbo
shows a higher level of consistency compared to
GPT-4. Since SOTA models do not perform well
on our task, MCC can serve as a benchmark to
assess moral consistency in future LLMs. Through
this experiment, we highlight the issue of moral
consistency in current LLMs, and call for the devel-
opment of better models that are morally aligned
and consistent.

5.2. Human Evaluations

To assess the reliability of SaGE, we compare it with
the metrics mentioned in section 5.1 with respect
to human annotations. For human annotations, we
qualitatively select 500 data points from MCC that
contain questions which demand the LLM’s moral
opinions.

Measuring consistency with human judgments is
not a trivial task. Therefore, similar to (Gururan-
gan et al., 2018), we asked the annotators to look
at pairwise answers from the dataset, and deter-
mine if they are semantically equivalent. To ensure
the consistency of our annotations, we employed
a three-rater system where ‘Y’ denoted agreement
(semantic equivalence), ‘N’ indicated disagreement,
and ‘NA’ represented uncertainty. We observed
a Krippendorff’s α score of 0.868, signifying high
reliability among annotators.

We construct a mapping of: ‘Y’ → 1 and ‘N’
→ 0 and calculate the entropy of this distribution,
by converting it into a probability distribution for
each question. Then, we measure its correlation
with respect to SaGE and the other metrics cho-
sen. Results displayed in Table 2 show that SaGE
best correlates with human judgments for our task.
Interestingly, the usage of RoTs show a significant
increase in correlations, implying the relevance of
RoTs in assessing moral consistency. The low corre-
lations of BLEU and ROUGE indicate that lexical
similarity is not a good measurement, reinforcing
prior research (Kané et al., 2019). Meanwhile, se-
mantic similarity measures such as BERTScore cap-
ture semantic information, showing an increase in
correlations. However, SaGE accounts for struc-
tural properties as well as semantic similarity in
the data, making it a better metric to assess con-
sistency.

5.3. Consistency and Temperature

Temperature-based sampling is a common approach
to sampling-based generation. It is used to alter
the probability distribution of a model’s output,
with temperature as a parameter (Holtzman et al.,
2019). During the decoding step, the probability
mass function (PMF) of the model’s vocabulary
(with temperature T ) is estimated as:

Pr(vk) =
elk/T∑
i e

li/T
(8)

where vk is the k-th vocabulary token and lk the
corresponding logit. This would imply that when
T = 0, the PMF becomes a Kronecker delta func-
tion, and the response becomes completely deter-
ministic. Similarly, a larger T value would make
the PMF more evenly distributed, increasing the
randomness in generations.
However, moral consistency is an intrinsic prop-

erty of LLMs, whereas sampling methods represent
extrinsic methods to generate text after an LLM
processes the input. To show that moral consis-
tency is not a function of temperature, we perform
our consistency experiment on different tempera-
ture values. This is done in two settings: (1) The
model is prompted with the same question 5 times,
and (2) with 5 different paraphrases. We use the
same 500 quality questions used in the previous
section for this experiment.
Figure 3 summarizes the results. While consis-

tency decreases in the case of same questions, we
see almost no change in consistency in the case of
paraphrasing. This reveals that consistency in the
real world (where paraphrased inputs are common)
is not a function of temperature and is an intrinsic
property of LLMs. This shows that sampling-based
extrinsic methods are not a fix for consistency, and
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Model
BLEU ROUGE BERTScore SaGE

Ans RoT Ans RoT Ans RoT Ans RoT

opt-125m 0.011 0.012 0.138 0.127 0.355 0.352 0.243 0.252
opt-1.3b 0.009 0.010 0.133 0.119 0.369 0.362 0.263 0.268
opt-2.7b 0.008 0.011 0.135 0.127 0.382 0.378 0.277 0.284
opt-6.7b 0.007 0.012 0.130 0.129 0.385 0.382 0.282 0.290
opt-13b 0.008 0.012 0.139 0.135 0.412 0.408 0.312 0.318

Mistral-7B-Instruct-v0.1 0.016 0.015 0.151 0.150 0.499 0.493 0.405 0.407
falcon-7b-instruct 0.027 0.016 0.194 0.159 0.648 0.621 0.584 0.563
Llama-2-7b-chat-hf 0.073 0.020 0.296 0.170 0.564 0.546 0.362 0.452
Llama-2-13b-chat-hf 0.084 0.020 0.261 0.176 0.660 0.635 0.595 0.575

GPT-3.5 Turbo † 0.056 0.015 0.217 0.151 0.613 0.529 0.681 0.478
GPT-4 † 0.055 0.0172 0.246 0.166 0.568 0.486 0.641 0.438

Table 1: Average consistency scores of 11 LLMs on MCC. The ‘Ans’ column represents the scores
calculated on LLM answers, and the ‘RoT’ column represents scores calculated on the generated RoTs.
Results show that none of the state-of-the-art LLMs cross a SaGE score of 0.681, indicating the inability
of LLMs to be morally consistent. Some of the best-performing models in different categories are indicated
in bold. † : Results on a subset of MCC (10%) due to API limitations.

0.0 0.1 0.5 0.7 0.9 1.0 1.5
0

0.5

1

Temperature

S
c
o
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ROUGE(w/o) SaGE(w/o) ROUGE(w) SaGE(w)

Figure 3: Representation of the variation in ROUGE and SaGE scores across different temperatures. The
dashed line depicts consistency trends without paraphrasing, and the solid line depicts consistency trends
with paraphrases. The figure reveals that consistency is not dependent on temperature.

Metric Answers RoTs

BLEU 0.391 0.412
ROUGE 0.459 0.476
BERTScore 0.522 0.527
SaGE 0.561 0.592

Table 2: Pearson correlations of SaGE with the
average of human annotations. SaGE shows signif-
icant improvement over the previous metrics. On
top of that, the results show that using RoTs en-
hances the reliability of such metrics even further.

special care needs to be taken to train consistent
models.

5.4. Consistency and Accuracy

In this section, we evaluate LLM consistency in
tasks similar to moral reasoning with established
benchmarks to understand if consistency can be
studied through such datasets. We employ our

Model
TruthfulQA HellaSwag

SaGE Accuracy SaGE Accuracy

opt-125m 0.258 0.357 0.164 0.313
opt-1.3b 0.258 0.260 0.162 0.537
opt-2.7b 0.282 0.374 0.151 0.614
opt-6.7b 0.285 0.351 0.156 0.687
opt-13b 0.315 0.341 0.146 0.712

Mistral-7B 0.421 0.567 0.529 0.756
falcon-7b 0.577 0.343 0.289 0.781
Llama-2-7b 0.452 0.388 0.563 0.786
Llama-2-13b 0.559 0.374 0.520 0.819

Table 3: SaGE scores and accuracies on TruthfulQA
and HellaSwag. No correlations are observed be-
tween the two (see Figure 4).

pipeline on two popular benchmarks:

1. TruthfulQA (Lin et al., 2022): A benchmark
to measure whether a language model is truth-
ful in generating answers to questions. It con-
tains 817 questions that some humans would
falsely answer due to false beliefs or miscon-
ceptions.
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Figure 4: Scatter plot between SaGE scores and
dataset’s task accuracies. We observe no significant
correlation, implying that consistency and accuracy
are two different problems.

2. HellaSwag (Zellers et al., 2019): A common-
sense inference challenge dataset. HellaSwag
contains over 39K contexts and 4 possible ex-
tensions each of the contexts, of which only
one adheres to commonsense.15

The major distinguishing factor of MCC from
these datasets is that MCC does not have ground
truth, while HellaSwag and TruthfulQA have
ground truth to evaluate accuracies against. This
presents us with an opportunity to see if a model
that is accurate on a task, is also consistent on the
same task.

Table 3 and Figure 4 summarize the results. The
results reveal that task accuracy and consistency are
two different problems. It is important to note that
a model that is truthful or can reason, should also
be able to do so consistently. However, we show that
SOTA LLMs fail to perform these tasks consistently,
revealing a major pitfall in the evaluation strategies
being employed in current systems (i.e., through
ground truth data).

5.5. Improving consistency

In order to explore possible strategies of improving
consistency, we employ a naive method to see if
LLMs even have the ability to behave consistently.
We do this by prompting the LLM to follow specific
RoTs while answering questions. These RoTs are
human annotated, and are taken from the MIC
corpus. Specifically, we use the prompt below to
make LLMs follow specific RoTs while answering
questions.

Our prompt: RoT-based answer gen-
eration

Instruction: Answer the following question.
Keep in mind this rule of thumb, <RoT>

Question: <question>

Answer:

15We sample a subset of HellaSwag (1K data points)
for our experiments due to computing constraints.

Table 4 summarizes the results of the experiment.
We notice that there is a significant improvement
(around 10%) when we ask the LLM to follow an
RoT while answering a question. This indicates
that LLMs can be taught to follow rules consistently.
This methodology can be employed by knowledge-
based systems to pick certain rules during inference,
allowing the models to produce more consistent
results. Our results indicate that there is a scope
for improvement in LLM consistency, and SaGE
can reliably measure such improvements.

Model BLEU ROUGE BERT
Score

SaGE

GPT-3.5 0.015 0.151 0.529 0.438

GPT-3.5 with
RoT prompt-
ing

0.018 0.169 0.565 0.548

Table 4: Average consistency scores before and
after including RoTs to be followed in the prompt.
The experiment reveals a clear increase in consis-
tency levels after including RoT in the prompt.
The experiment is carried out on 500 handpicked
samples from MCC.

6. Conclusion

In this work, we introduce a novel framework to
evaluate the moral consistency of LLMs. We in-
troduce SaGE, a new information-theoretic metric,
grounded in the concept of RoTs to measure moral
consistency in LLMs. Our approach mainly con-
sists of generating high quality paraphrases of moral
questions, and employing consistency checks to see
if a target LLM follows the same RoT while answer-
ing these questions. We also introduce the MCC to
measure the moral consistency in LLMs. We eval-
uate SOTA LLMs on our dataset, and show that
they are morally inconsistent in their generations.
Further, we show that inconsistency is an intrin-
sic property of LLMs, and cannot be solved with
extrinsic methods such as temperature sampling.
By employing SaGE on other popular tasks, we
show that task based accuracy and consistency are
independent problems, indicating an urgent need
to investigate this problem further. Finally, we
show that LLMs can be taught to be consistent by
simply making them follow RoTs, hinting a scope
of improvement in this domain. We invite future
works to develop more consistent models and evalu-
ate them on our dataset, or use our methodology to
evaluate consistency on their own task, ultimately
leading to LLMs that can produce morally consis-
tent and ethically sound responses.
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7. Ethical Considerations

Precautions taken during dataset construc-
tion. Firstly, as MCC is a direct extension of MIC
(Ziems et al., 2022), we ensure that it adheres to
the same moral principles as MIC, and followed
similar ethical assumptions while constructing the
dataset. While we understand that the generation
of rules and norms can be seen as normative, we
emphasize that our work only uses RoTs to eval-
uate if a model is consistently following the same
RoT, making it a completely descriptive approach.
Therefore, we do not judge if any RoT is right or
wrong, but simply use it to evaluate the consistency
of a model’s judgement.

Risks from data release. MCC is an evalua-
tion dataset specifically for research purposes only,
it is advised against using this dataset for training
models, as it may encompass rules that contravene
the ethical principles of certain communities. It
is very critical to note that the paraphrases and
RoTs generated are not fully monitored by the au-
thors or any humans, so it may contain unreliable,
ethically questionable, or upsetting generations by
LLMs. Therefore, to ensure awareness among the
data users, we explicitly provide these details and
warnings to users who seek to use our data. Futher-
more, we emphasize that the RoTs generated are
not intended to be universally binding, nor do they
reflect a humans moral opinions. They do not
constitute a comprehensive ethical framework but
rather serve as a means to elucidate pre-existing
biases in models.

Risks in methodology. For our human anno-
tation experiments, we ensure that the annotators
are fully aware of the potential for harmful or sen-
sitive data, and allowed them to opt out at any
point. Furthermore, we were constantly monitor-
ing them to ensure a smooth annotation process,
which did not make them uncomfortable in any
form whatsoever.

In the section focused on improvements, we
prompt the model on which rules to follow. While
this can be considered a normative approach, we
only perform this experiment to show that it is
possible to increase consistency in current LLMs,
and SaGE can measure it. We do not consider this
an effective method to build morally aligned agents,
but only a naive method to improve consistency.
Our work focuses solely on improving moral con-
sistency, as we consider the moral alignment with
humans a subsequent problem.

We understand that moral consistency is a
broader term in ethics, and the moral consistency of
humans itself is often debated about (Paton, 1971;
Marcus, 1980). However, we tackle a subproblem of
it which is semantic consistency in moral scenarios,
and argue that these inconsistencies would cause

issues to the users and LLMs trust.

8. Limitations

Our experiments are limited to only 11 LLMs and 5
paraphrases due to GPU and compute constraints.
However, we make sure to include most of the SOTA
architectures in our experiments, along with mod-
els with different number of parameters (from the
OPT family) to analyse consistency across such cat-
egories. Our methods also depend on many NLP
tools such as SBERT for sentence embeddings, and
Vicuna for paraphrase and RoT generation. There-
fore, some of their limitations will carry over to
our work. Despite that, we chose these tools due
to their proven capabilities in the respective tasks,
and make additional checks such as human annota-
tions, and evaluation with existing metrics to ensure
the tools are performing the required tasks effec-
tively. Specifically, we understand that tasks such
as RoT generation can also provide inconsistent
results, since we are using LLMs for them. While
we acknowledge that this may cause minor incon-
sistencies in our experiments, we rely on previous
works that show effective generation of RoTs (Kim
et al., 2022; Ziems et al., 2022), and current LLMs
capabilities in text generation (Khalatbari et al.,
2023) to ensure reliable generation of RoTs. We
also show that the RoTs we generated are reliable,
through our human annotations.
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