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Abstract
This paper presents results in transfer-learning metaphor recognition in German. Starting from an English language
corpus annotated for metaphor at the sentence level, and its machine-translation to German, we annotate 1000
sentences of the German part to use it as a Gold standard for two different metaphor prediction setups: i) a
sequence labeling set-up (on the token-level), and ii) a classification (based on sentences) setup. We test two
transfer leaning approaches: i) a group of transformer models, and ii) a technique that utilizes bilingual embeddings
together with an RNN classifier. We find out that the transformer models do moderately in a zero-shot scenario (up
to 61% F1 for classification) and the embeddings approaches do not even beat the guessing baseline (36% F1 for
classification). We use our Gold data to fine-tune the classification tasks on target-language data achieving up to
90% F1 with both, the multilingual BERT and the bilingual embeddings. We also publish the annotated bilingual

corpus.

Keywords: Information Extraction,

Information Retrieval, Language Modelling, Less-Resourced/Endangered

Languages, Neural Language Representation Models, Multilinguality, Word Sense Disambiguation

1. Introduction

Being a part of figurative language detection,
metaphor recognition is one of the most challeng-
ing tasks in natural language processing. How-
ever, especially in languages other than English—
and even there—training and testing resources for
automated tasks are rare.

There exist multiple ways to address automated
metaphor recognition. Earlier techniques often
work based on noun-verb pattern extraction in
text (Shutova, 2010; Tsvetkov et al., 2013), or are
dictionary-informed (Steen et al., 2010; Tsvetkov
et al., 2014, 2013). Other linguistically-informed
approaches make use of linguistic features (such
as abstractness scores) together with some sta-
tistical measures to derive metaphoricity (Turney
et al., 2011; Shutova et al., 2013; Shutova, 2010;
Koper and im Walde, 2017), or use even early vari-
ants of nowadays wide-spread embeddings rep-
resentations (Latent Semantic Analysis) (Kintsch,
2000).

Neural approaches are now rapidly ascending.
Often, different architectures of artificial neural net-
works are used to process the semantic repre-
sentation of words within texts (GloVe, Word2Vec)
to find metaphors at the word level (Maudslay
et al., 2020; Gao et al., 2018; Bizzoni and Lap-
pin, 2017; Bizzoni and Ghanimifard, 2018). Other
neural approaches include semantic information
derived from FrameNet (Li et al., 2023) or a
target-oriented parse tree structure together with a
RoBERTa-based transformer model (Wang et al.,
2023). Finally, Choi et al. (2021) consider contex-
tualized representation (delivered by pre-trained
transformer models), and also consult with linguis-

tic metaphor identification theories such as Selec-
tional Preference Violation (Wilks, 1975) and the
MIP guidelines (Group, 2007) that identify the gap
between the contextual and literal meaning of a
word, to decide whether a target is metaphorical.

Even though research work in automated
metaphor detection especially increased in recent
years, there exists only a comparatively low num-
ber of works that investigate metaphor recognition
in languages other than English (Sanchez-Bayona
and Agerri, 2022; Aghazadeh et al., 2022).

We think that, due to the conceptual nature of
metaphor (Lakoff and Johnson, 1980), it is suffi-
cient to expect a successful language transfer for
metaphoric expressions given a sufficient amount
of data that is capable to encode this conceptual
nature.

The research question that drives us in the
first place is RQ: (How well) are existing transfer-
learning models applicable to metaphor prediction
in German (spoken) language text.

In this article, we perform a study to as-
sess state-of-the-art technology—namely multilin-
gual BERT, XML-RoBERTa as well as a multi-
lingual embeddings setups—for cross-language
metaphor recognition in a translated German
metaphor data set. Precisely, we train (in case
of LLMs fine-tune) a metaphor recognition sys-
tem based on an English language corpus, and
then apply it to the German part of another cor-
pus. The German metaphor data we are using
comprises the first 1000 sentences of a machine-
translated, manually metaphor-annotated exten-
sion of the corpus by Gordon et al. (2015). We
publish our data together with this article."

1https://doi .0org/10.6084/m9.figshare.
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2. Related Work

2.1. Neural Metaphor Prediction in
Languages other than English

Successful work in cross-lingual automated
metaphor detection was performed by (Tsvetkov
et al,, 2013, 2014). The authors use lexical-
semantic word features (which can contribute to
metaphorical construction) and bilingual dictionar-
ies (for Spanish, Farsi, Russian) as a data base
for transfer learning that recognizes metaphorical
expressions across languages. In a comparable
setup, Tsvetkov et al. (2013) are using syntactic
patterns, WordNet's semantic categories and
a vector representations-based abstractness
score (MRC Psycholinguistic Database) in their
work. The authors trained a classifier on English
samples and applied it to a target language. The
method also obtains semantic features from the
target language. The authors hypothesize that
when either subject or object of a concrete verb
is abstract (becoming inconsistent with the verb)
then the verb might be used figuratively.

Aghazadeh et al. (2022) apply a probing mech-
anism in metaphor-annotated data. Utilizing pre-
trained multilingual language models, they probe
for cross-lingual performance in a data set of four
high-resource languages (English, Russian, Span-
ish, Farsi).

Berger (2022) investigate vocabulary cover-
age of embeddings trained on Europarl. First
results, however, showed low performance, be-
cause, amongst others, the authors did not con-
sider stop words during training the embeddings.

2.2. Non-English Datasets

Sanchez-Bayona and Agerri (2022) publish a
Spanish language, multi-domain metaphor corpus,
which is sufficient for neural metaphor detection
tasks. The authors also follow MIPVU (Steen
et al., 2010) metaphor annotation guidelines. The
work presents one of the rare cases of transfer-
ably learned metaphor for languages other than
English.

Lu and Wang (2017) annotate a corpus of Man-
darin Chinese according to the MIPVU guidelines.
While evaluating MIPVU’s transferability for Chi-
nese, the authors also investigate the proportion of
metaphor-related words across different registers
(academic, fiction, news) in Chinese texts. The re-
sulting corpus totals 30,000 words.

Our work gives a first overview of different trans-
fer learning strategies for metaphor prediction from
English to German language without any explicitly
engineered linguistic features. It also is—to the

25047683 .v1

best of our knowledge—the first work that inves-
tigates transfer learning from English to German
metaphors, beyond multilingual transformers and
beyond sequence labeling only.

3. SEQUENCE LABELING

We experiment with two different setups for se-
quence labeling. First, we test three different
transformer models, and second, we apply the se-
quence labeling technique by Gao et al. (2018) us-
ing bilingual embeddings data. Gao et al. (2018)
use GloVe (Pennington et al., 2014) and ELMo em-
beddings (Peters et al., 2018) data as input repre-
sentations. We instead use bilingual embeddings
to perform cross-lingual metaphor prediction. Our
experiments in sequence labeling use the follow-
ing models:

1. Transformers: mBERT (Devlin et al., 2018),
XLM-RoBERTa (Liu et al., 2019), sen-
tence transformers (SBERT) (Reimers and
Gurevych, 2019)

2. An RNN architecture that makes use of bilin-
gual embeddings (e.g., Europarl by Koehn
(2005), CommonCrawl by EMNLP (2018),
and News Commentary data?)

3.1. Training and Testing Data

Throughout all our experiments, we use the En-
glish VUA corpus (Steen et al., 2010) as training
data (for LLMs fine-tuning), and a German cor-
pus that we expanded from the English language
metaphor corpus by Gordon et al. (2015)2 as test-
ing data. Precisely, we use Google translate to
produce a German version of the data. We man-
ually evaluated the quality on a 3-scale rating.* A
smaller part of the corpus by Gordon et al. (2015)
was translated into German and manually evalu-
ated before (Berger, 2022).

Following the splits introduced by Gao et al.
(2018) the training, validation and testing data
sizes of the VUA corpus are 6,323, 1,550 and
2,694 sentences respectively. For testing in Ger-
man, two authors manually labeled 98 sentences

2https://www.statmt.org/wmt13/
translation-task.html, accessed: Jan 2024

3This effort contains or makes use of the
IARPA-funded Metaphor Program USC/ISI anno-
tated metaphorical language collection, release
iarpa_metaphor_isi.edu_metaphor_corpus_2015-
04-03. https://figshare.com/articles/
dataset/A_Corpus_of_Rich_Metaphor_
Annotation/6179210, accessed: Jan 2024

4842 of the sentences are rated as high (appropri-
ate translation), 113 as mid (one falsely translated stop
word), and 45 as low (broken translation)
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that were randomly selected from our German
metaphor corpus (see Tab. 2 for all numbers) while
our third co-author consulted in the process. Be-
low, we show an example of a token-labeled sen-
tences where 1 represents metaphoric expression,
and 0 represents literal meaning.

(1) Ich_0 werde_0 heute 0 draulen_0 in_0
der 0 Stadt 0 sein_ 0 und_0 den_0 weini-
gen_1 Blutstrom 1 spliren_1, 0den_0 apfel-
roten_1 Kreislauf_1 der_0 Demokratie 0, 0
ihr_0 fleischliches_1 Wissen 0 ohne_ 0
Weisheit 0. 0

[I will be out in the city today, feeling the
vinous veinous thrust of blood, the apple-
red circulation of democracy, its carnal
knowledge without wisdom.]

For the labeling procedure, we follow the MIPVU
guidelines (Steen et al., 2010). MIPVU requires
the annotator to, for each word, identify the mean-
ing of the word in the context it is used, then look it
up in the dictionary and determine if a "more basic”
(that means more concrete or human-oriented)
meaning is present. If such a more basic meaning
can be found, then, as a last step, decide if these
two meanings are related by similarity and still suf-
ficiently distinct. If both points are true, then the
word can be labelled as metaphor. These guide-
lines offer a tremendous help during the decision
process on whether a word is used metaphorically
or literally in the given context.

3.2. Transformers

Metaphor prediction is usually modeled as a se-
quence labeling problem (Bizzoni and Ghanimi-
fard, 2018; Mao et al., 2019; Gao et al., 2018).
Hence, we make use of three different trans-
former models pre-trained for token classification.
The utmost used multilingual BERT model (Devlin
et al., 2018)°, second, XLM-RoBERTa (Liu et al.,
2019), third, a smaller sentence transformer model
(SBERT) (Reimers and Gurevych, 2019), which
is faster—even though a bit less performing—and
was trained using a Siamese network approach.
We fine-tune all models on English metaphor-
annotated data for 5 epochs with a batch-size of
16 samples.

4. CLASSIFICATION

In this section, we model metaphor detection as
a classification task. We train (in case of LLMs

5https ://github.com/google-research/
bert/blob/master/multilingual .md, accessed:
Jan 2024

fine-tune) a binary classifier on the VUA verb an-
notated data set and test on the English and Ger-
man share of the metaphor corpus. Even though
metaphor prediction is typically a sequence label-
ing problem, in this section, we present results for
a classification problem.

Experiments overview:

1. We design a baseline classification technique
that is based on a word’s rank and a simple
neighborhood measure.

2. We apply a variant of index encoding to
transformer models (MBERT, XLM-RoBERTa,
SBERT) by encoding each sample twice,
once with attention at all positions, once with
attention at the specified position only.

3. We apply the approach by Gao et al. (2018) to
our testing data utilizing bilingual embeddings
(based on Europarl, CommonCrawl, News
Commentary) together with an RNN classifier.

4.1. Training and Testing Data

Again, we use the English VUA corpus for train-
ing data, and the German metaphor corpus for
testing. We use the training, validation and test-
ing data splits from the VUA corpus (train: 15,516;
val: 1,724; test: 5,873 accordingly). To compare
transfer to German, we also consider testing per-
formance on the VUA data.

Our testing data comes together as follows.
English testing data: We use the original cor-
pus by Gordon et al. (2015) (English language
part), which consists in 1789 sentences annotated
for metaphor source, metaphor target, lexical trig-
ger and some categorical information of the lin-
guistic metaphors. For the positive class, we re-
trieve those sentences in which the metaphoric ex-
pression is annotated as verb (this happens 1016
times). For the negative class, we use the re-
maining sentence, and make sure that there is a
verb tagged that is not a metaphor (this happens
685). Summarizing, this data part contains 1701
instances (M-En), because 88 sentences do not
contain any verb.

German testing data: From the 1000 anno-
tated sentences of the German corpus share, we
also select those sentences with the annotated
metaphor being a verb and put them into the posi-
tive class (this happens 521 times). For the nega-
tive class, we consider the remaining sentences
and search for a verb that is not labeled as a
metaphor (this happens 387 times). Summed up,
this data part contains 908 instances (henceforth,
we call it “Met-DE” for German Metaphor data), be-
cause 55 sentences do not contain any verb and
37 sentences more do not contain a metaphor (we
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embed. test (samples) tokens | precision recall F1-score accuracy
Europarl Met-EN (1016:685) | 1,544 64 65 65 57
Met-DE (521:387) 875 69 49 58 58
Common Crawl Met-EN (1016:685) 1,585 67 70 69 61
Met-DE (521:387) 877 71 52 60 60
News Commentary | Met-EN (1016:685) | 1,482 62 62 62 55
Met-DE (521:387) 831 68 50 58 58

Table 1: Results (%) of the unsupervised classification baseline (rank r< 25% and #neighbors > 10);
samples declare the number of candidates in each class; tokens represents the in-vocabulary share of

the sample sizes

initial sample

duplicated sample (suffix)
]

]
[

samples

attention at position index

Figure 1: lllustration of the index attention for the classification set-up of metaphor prediction; the atten-
tion is 1 for tokens, 0 for margin; in the duplicate, attention is 1 at the metaphor index, 0 in the remaining

sentence

skipped them upfront already). We refer to this
dataset by Met-DE henceforth.

4.2. Baseline

Del Tredici and Bel (2016) investigate the rela-
tion between metaphoricity and the distribution of
a (potentially metaphoric) verb by considering a
corpus-specific measure. The authors start from
the conjecture that some verbs are used in con-
texts of highly metaphoric expressions, while oth-
ers are not. Clustering the verbs’ contexts and fre-
quencies, they find a frequency measure that they
successfully test for metaphor recognition. We
strongly simplify the approach by Del Tredici and
Bel (2016), to design a primitive baseline tech-
nique. Precisely, we consider only VERB and
NOUNS® and introduce two parameter thresholds:

* number_of_neighbors > 10, and
s rank < 25%

within a window of 5 of a given word in the re-
spective context. If both conditions are true, the
word is labeled as a metaphoric word. Table 1
shows that this simple technique works already
well for the Met-DE and the M-En data, and that

5The vast majority of our metaphors are verbs and
nouns even though some adjectives are possible too.

it is rather robust against the size of parallel data.
This becomes especially clear looking at the Met-
DE F1-scores using CommonCrawl embeddings
(F1 60%) and News Commentary embeddings
(F1 58%) while CommonCrawl contains over 2 m.
lines and the News Commentary corpus contains
about 180,000 lines.

4.3. Transformers

Metaphor prediction is typically a sequence label-
ing problem, but we also model the metaphor pre-
diction task as a classification task. We do this
because our initial corpus only contains one an-
notated metaphor per sentence. To make use of
that information, it is critical to assess how a typi-
cal sequence labeling problem can be represented
as a classification problem. Gao et al. (2018) ap-
proach the problem by encoding a suffix embed-
dings representation at the end of each embedded
sample. This means, they append another embed-
ding representation at the end of the vector repre-
sentations of their samples (sentences), but only
“‘unmasking” the word of interest while the remain-
ing words are encoded with 0. This way, with the
input training one can hand over a position index
to each sample, and then, only this position is en-
coded as a suffix.

We attempt to transfer this idea to the attention
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approach in transformer models. We duplicate
the input sample while setting attention only to the
specified index (of the potentially metaphor) in the
duplicate. This is done in transformers by masking
the other tokens with 0 ad only allowing attention
of 1 for the metaphoric word. Figure 1 illustrates
this procedure.

4.4. Bilingual Embeddings and RNN

We train bilingual embeddings based on three dif-
ferent parallel corpora. We merge the parallel data
of each corpus by a simple zip-like merging strat-
egy. We do not remove stop words during embed-
dings training.” Following parallel data present the
base of the bilingual embeddings:

» The English/German part of Europarl Parallel
Corpus (Europarl)(about 1.9 m lines)®

» The Common Crawl corpus (EMNLP, 2018)
(about 2.4 mio. lines), and

* The News Commentaries from the machine
translation challenge® (about 180,000 lines)

Afterwards, we apply an RNN architecture by Gao
et al. (2018) using input representation from the
trained bilingual embeddings."°.

5. Results & Evaluation

We split our results section into two parts accord-
ing to the sequence labeling and the classification
results and techniques.

5.1. Sequence Labeling

Transformers Approaches: To gain a first un-
derstanding of transformer performance, we first
show recall and precision numbers of all three
transformer models used (c.f., Figure 2). At first
glance we see that SBERT behaves a bit differ-
ent than mBERT and RoBERTa in the smaller
part-of-speech classes (less than 50 metaphoric
contexts in the testing data). First, SBERT’s re-
call of metaphor adjectives is much higher, but,
at the same time, its precision in predicting them
is also much lower, which basically compensates

"We use word2vec (Mikolov et al., 2013) python
package for training the bilingual embeddings with vec-
tor length 300, a min frequency of 5 and a window of
5.

8https://www.statmt.org/europarl/, ac-
cessed: Jan 2024

%We manually re-aligned this-one as it was tremen-
dously out of sync.

%We train the RNN for 20 epochs; with a learning rate
of .005, Adam optimization and a dropout of .5 and .1
from the input and towards the output respectively; 300
embedding dimensions

the former. Further, SBERT’s recall of adposi-
tions is also much lower compared to mBERT
and RoBERTa. One explanation is, considering
that SBERT is significantly smaller than the other
two models, it is possible that it can not handle
the minor classes very well, as it tends to over-
generalize. We can see that for the two major
classes (VERB and NOUN) SBERT behaves very
similar to the other two models. Another peculiar-
ity is that XLM-RoBERTa does not find any adver-
bials. The dynamic masking process during train-
ing RoBERTa initially is much more flexible com-
pared to the static masking of BERT. One advan-
tage is that RoBERTa is better in generalizing to
new data points. However, in our semantically
more challenging set-up, this flexibly might pre-
vents RoBERTa from retrieving rather unknown
items.

As shown in Table 2, we find a comparably low
precision for Met-DE using mBERT and SBERT
(30% and 23%), while recall is 7% points higher.
We look at samples from the first 9 sentences to
obtain an understanding of the labeling problems
from a closed-reading perspective. We choose the
output of mMBERT".

The first sample is also the example in Sec. 3.
The model predicted only one token falsely
Weisheit(FP) (wisdom), which might can be ex-
plained by its rareness.

We further find false positives in:

(2) stetigen(FP) Strom von(FP)
[steady flow of]

(3) bis(FP) zum(FP) AuBersten erhéhte(FP)
[increased to extremes]

(4) In(FP) den 1760er Jahren gab(FP) es eine
viel gréBere(FP) Bedrohung
[Back in the 1760’s there was a far greater
amount of threat]

Example (2), (3) and (4) contain prepositions,
which often are part of metaphoric expression in
the English training data.

(5) Einige wiirden Sie glauben machen(FP),
dass diese(FP) Gesetzgebung den Identitéts-
betrug der Wéhler heilt, fuhr(FP) Wilson
fort(FP).

[Some would have you believe that this leg-
islation cures voter identity fraud, continued
Wilson.]

Here, possibly the German syntax has a confusing
effect on machen as well as the split of fuhr fort.
Further, fortfahren indeed is an ambiguous word,
even though it is not a metaphor, because—in our

"XLM-RoBERTa uses a different tokenizing tech-
nique
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Figure 2: Recall and precision figures of the transformer models for the zero-shot cross-lingual sequence
labeling task by POS-tag

representation | test data (sample size) | test tokens | precision recall f1-score accuracy
mBERT VUA 62,886 79 71 75 94
XLM-RoBERTa (2694) 50,177 81 71 76 94
SBERT 62,886 74 66 70 93
mBERT Met-DE 2,316 27 49 35 86
XLM-RoBERTa (98) 2,550 30 44 35 87
SBERT 2,316 25 47 33 85

Table 2: Results (%) of sequence labeling using different transformer models; trained on VUA corpus

with train-val split of 6,323:1,550;

understanding—both meanings are too far apart
from each other.

(6) macht(FP) jeden Tag sonnig
[makes every day sunny]

Here, possibly the high frequency and the strong
ambiguous character of machen (make) causes
problems to the classifier, especially since make
was frequently annotated as metaphoric in the
VUA training data.

(7) die Feindseligkeiten zwischen(FP) den Natio-
nen fir immer aufhéren(FP)
[hostilities between nations cease forever]

We do not have an explanation for these cases.
However, we found that in the VUA corpus, espe-
cially stop words such as “after”, “on” or “in” are an-
notated as metaphorically in certain context, which

can affect predictions of FP in the German data.

(8) von(FP) enormer(FP) Verantwortung
[from tremendous responsibility]

We suppose that the preposition together with the
English language source word has an affect on the
falsely labeling here as well, because tremendous
has a stronger metaphoric tendency than the Ger-
man pendent.

Concerning false negatives (FN), we annotated:

(9) [..] die(FN) seelischen(FN) Wunden des(FN)
Krieges(FN) heilt
[Democracy heals the mental scars of war]

completely positive for metaphoric expression, be-
cause we understand that phrase as a personifica-
tion with respect to “Democracy”. However, only
Wunden and heilt was recognized by the system.
In fact, this is an example for uncertainty in the an-
notation process, because indeed only “Wunden”
and “heilt” are taken from another domain while
seelischen and other words from that phrase are
not necessarily.

In contrast, in

(10) Symptome(FN) heilen
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representation test data (sample size) precision recall f1-score accuracy
mBERT VUA 73 63 68 82
XLM-RoBERTa (5,873) 61 44 51 75
SBERT 65 54 59 78
mBERT Met-EN 64 57 60 55
XLM-RoBERTa (1,701) 60 54 57 51
SBERT 66 65 66 59
mBERT Met-DE 58 46 52 50
XLM-RoBERTa (908) 58 44 50 50
Sentence BERT 57 65 61 51
fine-tuned in TL

mBERT Met-DE 91 88 90 88
XLM-RoBERTa (98) 81 86 83 81
SBERT 73 92 82 78

Table 3: Results (%) of the classification task using different transformer models; upper part: trained
on VUA corpus with train-val split of 15,516:1,724; lower part: fine-tuned using VUA corpus of 15,516

samples and Met-DE train-val spilt of 720:90

embeddings voc addr voc size test data p r f1 ac
Europarl 11,356 18,695 VUA 65 54 59 77
CommonCrawl 12,976 (5,873) 67 55 60 78
News Commentary 9,556 63 39 48 75
Europarl 12,134 18,992 Met-EN 67 57 62 58
CommonCrawl 13,825 (1016:685) 65 63 64 58
News Commentary 10,455 62 46 53 51
Europarl 14,079 20,949 Met-DE 73 23 35 51
CommonCrawl 15,527 (521:387) 56 27 36 46
News Commentary 12,340 68 10 18 46
fine-tuned in TL

Europarl 13,987 Met-DE 90 93 91 90
CommonCrawl 15,403 20,732 (98) 91 84 87 86
News Comm. 12,274 80 75 77 76

Table 4: Results (%) of the classification task using different embeddings representations considering
stop words and lower-cased data; voc(ab) addr(essed); voc(ab) size; upper part: trained on VUA corpus
with train-val split of 15,516:1,725; lower part: fine-tuned using VUA corpus of 15,516 samples and
Met-DE train-val spilt of 720:90; tested using Met-DE of 98 samples; RNN trained 20 epochs, vectors
length=300 test samples present class sizes; RNN trained 20 epochs, vectors length=300

[heal symptoms]

Symptome was not recognized. Possibly, a
stronger context for metaphors makes the system
more sensitive to it. In

(11) was die muslimische Welt(FN) wirklich quélt
[what really ails the Muslim world]

however, whether Welt is a personification or

might be understood literally is not easily to decide.

Other difficult examples come from the religious
domain. During annotation, we decided that

(12) Segen(FP) Gottes [blessing from God]
is not a metaphor, while

(13) Ungnade(FN) [Gottes]
[God’s disfavor]

is one. However, the system decided conversely.

We can summarize that cross-lingual sequence
labeling of metaphoric speech is a challenging
task. First, because the syntactic and lexical
choices have a huge impact to the model, second,
because senses also differ. Further, annotation
disagreements between the initial VUA guidelines,
and our own perception of metaphors as well as
dictionary readings in German dictionaries can im-
pact the results.

5.2. Sentence Classification

Transformer Approaches: As shown in Tab. 3,
only the small SBERT model slightly beats our
baseline (61% versus 60%). Even for the En-
glish language (M-En) test data, the baseline still
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achieves 69% while the best transformer (SBERT)
reaches only 66%. After fine-tuning, SBERT
shows the lowest F1-score (increase: 61% to
82%) while BERT increases from 52% to 90% in
F1-score.

SBERT achieves the best F1-score and by far
the best recall (65%), hence, for sample evalua-
tion, we look at data from SBERT: We find false
negative especially when the verb is at the very
last position in a sentence. Such as in: Das Geld
[...] kbnnte mich eine Woche lang ernédhren. (The
money [...] could feed me for a week). Other exam-
ples of false negatives are schmeckt Demokratie
ziemlich sii3 (democracy tastes pretty sweet) and
die Ambrosia des Reichtums schmeckt gut (the
ambrosia of wealth tastes good). One explanation
of these falsely labeled “literally” verbs is that the
verbs occur with other words from the same do-
main. Hence, the metaphor is more complex, and
more difficult to detect.

True positives are recognized correctly when
the verb directly followed a noun, as in Reichtum
lindert (Wealth alleviates) and Biirokratie heilt
(bureaucracy cures). We also find that verbs cor-
rectly identified for metaphoric use are those that
appear more frequent in the corpus such as heilt
(cures) and lindert (alleviates).

We find that false positives often happen based
on our (sometimes false) assumption that when
the metaphor labeled in a sentence was not a
verb, then any verb in that sentence might rather
being used in a literal context. It turns out that
actually, often, these verbs are used metaphor-
ical as well. Such as in: den weinigen Blut-
strom spiiren (see example above)'? and in in die
Staatskasse flieBen (going into the governmental
coffers). Also, in Der Finanzmanager erstellt Fi-
nanzberichte (The financial Manager prepares fi-
nancial reports) and Der Arabische Friihling ent-
stand (The Arab Spring arose) verbs are false pos-
itives, because they are part of a personification.
Still, because our entire data set is not labeled at
the token-level, we can not fully work around that
yet.

Bilingual Embeddings: As shown in Tab. 4, we
encounter a massive performance drop when we
apply the bilingual embeddings approach together
with the RNN classifier to the German language
data share. Neither for the Met-EN nor the Met-
DE test data, we can beat our baseline of 69% and
60% in F1-score, instead we only reach 64% and
36%. However, when we look at fine-tuning (see
Tab. 4), we can see that the bilingual embeddings
approach, especially using Europarl and Common-
Crawl, even out performs the multilingual trans-
formers showing an F1 score of 91% and 87%

2Here, the sequence Blutstrom spiiren was recog-
nized in the sequence labeling task.

respectively. This shows that mBERT performs
well in tasks dependent on morphology and syn-
tax, however, it lacks behind in semantically chal-
lenging task where machine translation with a high
quality estimate is required (Libovicky et al., 2019).
Metaphor detection definitely counts towards the
latter.

6. Conclusion

We presented a comprehensive study of transfer
learning techniques—ultilizing transformers and
bilingual embeddings—to German metaphor pre-
diction. We developed a German metaphor-
annotated corpus as an extension of an English
corpus that was machine-translated.

For future work, we plan to investigate differ-
ences between an original English-German trans-
lated and an original German-English translated
corpus concerning lexical and conceptual distri-
bution differences. We also plan to use more
linguistically-informed techniques of metaphor re-
trieval to combine both, prediction of target lan-
guage metaphor recognition (starting from tar-
get language fine-tuning), and language-agnostic
metaphor retrieval. As shown in this paper, zero-
shot transfer approaches seem to be not very
stable for cross-language metaphor recognition,
hence, we need to find language-agnostic ways to
flag metaphoric expressions in a target language.
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