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Abstract
Enhancing user engagement through personalization in conversational agents has gained significance, especially
with the advent of large language models that generate fluent responses. Personalized dialogue generation,
however, is multifaceted and varies in its definition – ranging from instilling a persona in the agent to capturing
users’ explicit and implicit cues. This paper seeks to systemically survey the recent landscape of personalized
dialogue generation, including the datasets employed, methodologies developed, and evaluation metrics applied.
Covering 22 datasets, we highlight benchmark datasets and newer ones enriched with additional features. We
further analyze 17 seminal works from top conferences between 2021-2023 and identify five distinct types of
problems. We also shed light on recent progress by LLMs in personalized dialogue generation. Our evaluation
section offers a comprehensive summary of assessment facets and metrics utilized in these works. In conclusion, we
discuss prevailing challenges and envision prospect directions for future research in personalized dialogue generation.

Keywords: Personalized dialogue systems, personalized response generation, persona-based conversa-
tion

1. Introduction

Personalization can enhance a user’s engagement
with conversational agents (Zhang et al., 2018a;
Kwon et al., 2023). The ability of large language
models (LLMs) (OpenAI, 2023; Touvron et al.,
2023) to generate fluent and coherent responses
to human queries underscores the importance of
building personalized systems that cater to each
individual’s background and preferences more than
ever before.

However, personalization remains an open ques-
tion, with varying definitions among different indi-
viduals. Figure 1 illustrates the three scenarios cur-
rently being explored in research on personalized
dialogue generation. This may involve endowing
the agent with a persona, modeling the other party’s
persona, or both. In this context, a persona refers
to characteristics such as personal background,
interests, or behaviors that shape the identity or
personality of the user or the agent. Personalized
response generation can be seen as a conditional
text generation task where a response is generated
based on the given context and conditioned on
either the speakers’ explicitly provided persona or
implicit attributes embedded in the dialogue history.

We aim to find out what is being personal-
ized (Dataset), how the dialogue systems imple-
ment personalization (Methodology), and how
previous research evaluates the personalization
(Evaluation) in this systematic survey. In the
Dataset Section (Sec. 2), we introduce 22 datasets,
including benchmark datasets that were frequently
used in previous personalized dialogue research

Figure 1: An overview of personalized dialogue
generation. Assumed that the conversation is per-
formed by two speakers, i.e., an agent A and a user
U , the goal is to generate the response R given the
dialogue context C or the last utterance Q, plus the
persona of the agent or user (PA or PU ) (explicit),
or utterance histories of them (HA or HU ) (implicit).

and recently published datasets that propose more
features to add on the existing ones. In the Method-
ology Section (Sec. 3), we center on 17 works pub-
lished in recent three years from 2021 to Oct. 2023
at top conferences including ACL, NAACL, EMNLP,
AAAI, etc., based on the keyword searching and
the related works in each paper. In the Evalua-
tion Section (Sec. 4), we summarize the evaluated
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Dataset Lang Persona Source D U/D Role Pub. P
Ground.

Multi
Session Feature

PersonaChat (2018a) EN Description Crowd 10.9K 14.9 H-H ✔ ✘ ✘
ConvAI2 (2020) EN Description Crowd 11.0K 15.0 H-H ✔ ✘ ✘
BlendedSkillTalk (2020) EN Description Crowd 6.8K 11.2 H-H ✔ ✘ ✘ KG, EMP
MSC (2022a) EN Description Crowd 24.0K 12.5 H-H ✔ ✘ ✔
FoCus (2022) EN Description Crowd 13.5K 11.3 H-A ✔ ✔ ✘ KG, ConvQA
PersonaMinEdit (2021a) EN Description Crowd 121.8K 2.0 H-H ✔ ✘ ✘ OOD
IT-ConvAI2 (2022) EN Description ConvAI2 1.6K 2.0 H-H ✔ ✘ ✘ OOD
Reddit (2018) EN Description Reddit 700M - H-H ✘ ✘ ✘
PEC (2020) EN Description Reddit (H, O) 355.0K 2.4 H-H ✔ ✘ ✘ EMP
MPChat (2023) EN Description Reddit (648*) 15.0K 2.8 H-H ✔ ✔ ✘ Multi-modal
PER-CHAT (2021b) EN KV + History Reddit (A) 1.5M 2.0 H-H ✔ ✘ ✘ QA
Reddit (DialoGPT) (2020) EN UserID Reddit 147M - H-H ✔ ✘ ✘
Persona Reddit (2021) EN UserID Reddit 3.1M - H-H △ ✘ ✘

Baidu PersonaChat N/A ZH Description Crowd 24.5K 16.3 H-H ✔ ✘ ✘
DuLeMon (2022b) ZH Description Crowd 27.5K 16.3 H-A ✔ ✔ ✔
LiveChat (2023) ZH Description + KV Douyin 1.3K 2.0 H-H ✔ ✘ ✘ LiveStream
WD-PB (2018) ZH KV Weibo 76.9K 2.0 H-H △ ✘ ✘
Personal Dialog (2019) ZH KV Weibo 20.8M 2.7 H-H ✔ ✘ ✘
PchatbotW (2021) ZH UserID Weibo 139.4M 2.0 H-H △ ✘ ✘
PchatbotL (2021) ZH UserID Forums 59.4M 2.0 H-H △ ✘ ✘ Judiciary

MSPD (2023) KR Description Crowd 53.9K 11.2 H-A ✘ ✔ ✔

XPersona (2021) Multi Description ConvAI2 3.3K 15.6 H-H ✔ ✘ ✘

Table 1: Dataset summary. Persona can be represented by descriptive sentences (Description) or key-
value dictionary (KV). Data source is mainly from crowdsourcing (Crowd) and Reddit (subreddit) ( H:
happy, O: offmychest, A: AskReddit, 648*: from 648 subreddits, see the paper for the list). D: number of
dialogues. U/D: average utterance per dialogue. H-H: human-human conversation. H-A: human-agent
conversation. △: Available upon request. Persona Grounding (P Ground) means each utterance has the
label of which persona sentence the utterance is grounding on. KG: knowledge. EMP: empathy. OOD:
out-of-distribution persona. We added background colors to emphasize the less-frequent options.

aspects and evaluation metrics from each work.
We address the challenges and potential future

trajectories in terms of Datasets, Methodologies,
and Evaluation in the Discussion Section (Sec. 5).
We believe that the primary issues with current
datasets revolve around their size, quality, and di-
versity. In terms of methodology, we stress the
need to critically examine the assumptions under-
pinning approaches to personalization. Finally, we
advocate for a standardized evaluation benchmark
equipped with advanced metrics to provide a fair
assessment of contributions in this domain.

2. Datasets

In this section, we first review datasets that have
been used in personalized dialogue generation lit-
erature. We then discuss the characteristics of the
datasets, with a focus on persona representations
and domain and language biases.

2.1. Datasets Review
Table 1 summarizes the datasets. One of the first
and most widely used dataset in personalized dia-
logue research is the PersonaChat dataset (Zhang
et al., 2018a), which is also used in The Second
Conversational Intelligence Challenge (ConvAI2)
(Dinan et al., 2020). Nine out of eighteen works
introduced in Sec. 3 evaluated their systems on
PersonaChat/ConvAI2. PersonaChat consists of
10.9K English dialogues in total, which were col-

lected through crowdsourcing. Each dialogue in
PersonaChat consists of two human speakers try-
ing to know each other, and about five persona de-
scriptive sentences are provided to each speaker.

The FoCus dataset (Jang et al., 2022) intro-
duced persona grounding, indicating the specific
persona sentence to which each utterance is an-
chored. With persona grounding label, model can
learn to extract the most relevant personal informa-
tion from persona. Datasets such as MPChat (Ahn
et al., 2023), DuLeMon (Xu et al., 2022b), and
MSPD (Kwon et al., 2023) also contain persona
grounding.

Some datasets introduce multi-session dia-
logues. The MSC dataset (Xu et al., 2022a) is simi-
lar to PersonaChat, except that MSC has four to five
sessions for the same pair of speakers. DuLeMon
(Xu et al., 2022b) and MSPD (Kwon et al., 2023)
also introduced multi-session into their datasets.

Some datasets also augment persona with other
features such as knowledge, empathy, and vision.
The BlendedSkillTalk (BST) dataset (Smith et al.,
2020) differs from PersonaChat in that BST en-
dows agents persona, knowledge (KG), and empa-
thy (EMP) by combining PersonaChat with Wizard
of Wikipedia (Dinan et al., 2019) and Empathetic
Dialogues (Rashkin et al., 2019). Each agent is
given two persona sentences and each utterance
is labeled with the type of bias they were grounded
on (persona, KG, or EMP). The Persona-based
Empathetic Conversation (PEC) dataset (Zhong
et al., 2020) also investigated the impact of persona
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Dataset Attribute Keys
WD-PB (Qian et al., 2018) gender, location, age, name, weight, constellation
Personal Dialog (Zheng et al., 2019) gender, location, age, self-description, interest tags
PER-CHAT (Wu et al., 2021b) gender, location, self-description, ID, pets, family, favorites, partner, possessions
LiveChat (Gao et al., 2023) gender, location, age, ID, character, fans number, live time, reply barrage, audiences, skill

Table 2: The types of personal attributes collected in each key-value dataset.

on empathetic responding. PEC differs from BST
for extracting persona from Reddit. The MPChat
dataset (Ahn et al., 2023) introduced the first multi-
modal persona, where the persona is not only text
descriptions but also paired with an image.

Due to the limited scale of crowdsourced
datasets, the persona distribution in real-world
data often exceeds that of the datasets. Person-
aMinEdit (Wu et al., 2021a) and Inadequate-Tiny-
ConvAI2 (IT-ConvAI2) (Liu et al., 2022) are specif-
ically designed to test the generation grounding
on unseen personas. Specifically, these datasets
ensure that their test set contains only unseen per-
sonas the response should conditioned on.

2.2. Facets

2.2.1. Persona Representation

It is not obvious how persona information should
be represented. Through the literature survey, we
found that different datasets employ different ways
of representing persona information, and that the
persona representation can be classified into three
categories: (1) persona description, (2) key-value
attributes, (3) user ID and comment histories.

Most datasets employ descriptive sentences
as the persona representation (Dinan et al., 2020;
Mazaré et al., 2018; Smith et al., 2020; Zhong et al.,
2020; Wu et al., 2021a; Xu et al., 2022a,b; Liu et al.,
2022; Jang et al., 2022; Ahn et al., 2023; Kwon
et al., 2023). For example, PersonaChat (Zhang
et al., 2018a) contains 5 descriptive sentences for
each speaker. These datasets primarily recruited
annotators to chat based on given persona descrip-
tions, thus avoiding privacy concerns. Mazaré et al.
(2018) extracted persona descriptions from Reddit
using heuristic rules to gather large datasets, which
was followed by Zhong et al. (2020) and Ahn et al.
(2023).

Some datasets represent personal information
using sparse key-value attributes (Qian et al.,
2018; Zheng et al., 2019; Wu et al., 2021b; Gao
et al., 2023). The examples of key-value attributes
are shown in Table 2. For example, WD-PB (Qian
et al., 2018) defines 6 attribute keys like gender,
location, and age, and the values corresponding
to these keys are recorded as persona information
for each user. In addition to key-value attributes,
LiveChat (Gao et al., 2023) provides dense per-
sona description extracted by a rule-based method

similar to Mazaré et al. (2018), and PER-CHAT
(Wu et al., 2021b) provides query-related comment
histories extracted by a pretrained IR system as
additional personal information. They first define
what attribute types they want to extract, then col-
lect the results from posts/responses using regular
expression (Qian et al., 2018; Wu et al., 2021b),
from the profile provided by the users (Zheng et al.,
2019; Gao et al., 2023), or recruit annotators to
label from the given context (Gao et al., 2023).

Some datasets collected from social platform
only provide speaker/user IDs as persona infor-
mation (Zhang et al., 2020; Qian et al., 2021; Zeng
and Nie, 2021). They assume that the speaker
IDs are used to retrieve comment histories of the
corresponding users in the social platform. The
speaker IDs have also been used in other tasks
such as speaker identification. They consider the
same user’s utterances contain implicit personal in-
formation and the personalization can be measured
by the similarity between the generated response
and the ground-truth response.

2.2.2. Domain and Language Biases

Personalized dialogue generation is an open-
domain task: Human speakers are allowed to talk
whatever topics they like. However, through the
literature survey, we found that there are domain
differences between datasets. PchatbotL (Qian
et al., 2021) was collected from Chinese judicial fo-
rums. PER-CHAT (Wu et al., 2021b) crawled from
Subreddit AskMeQuestion is more similar to a ques-
tion answering (QA) dataset. FoCus (Jang et al.,
2022) asked annotators to discuss about landmarks
from Google Landmarks Dataset v2 (Weyand et al.,
2020). It is more like a conversational question an-
swering dataset where a user asks questions about
a landmark and the agent answers, rather than a
natural conversation between humans. LiveChat
(Gao et al., 2023) gathered data from live streaming
on Douyin (Chinese TikTok). There might be multi-
ple people (multi-party) response to the streamer,
while the streamer only response to one, making it
a 1-1 dialogue.

Also, persona dialogue generation is not limited
to specific languages; however, the languages of
the datasets are highly biased. XPersona (Multi-
lingual Persona-Chat) (Lin et al., 2021) translates
a portion of PersonaChat into Chinese, French,
Indonesian, Italian, Korean, and Japanese. How-
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Model Whose
Persona Approaches Dataset Model Input NLI

D P Other
UA-CVAE (2022) Self Coherence CAI, ED C PA

BoB (2021) Self Consistency CAI, PD Q PA ✔

PCF (2023a) Self Consistency, Coherence CAI, PD Q PA ✔

LMEDR (2023b) Self Consistency, Coherence PC, AVSD Q PA ✔

SimOAP (2023a) Self Consistency, Coherence PC C PA ✔

PAA (2023) Self Balance CAI C PA

D3 (2022) Self Data Scarcity PC - - ✔

GME (2021a) Self Long-tail PME, BST Q (PA) POOD

PS-Transformer (2022) Self Select , OOD, Long-tail CAI, IT-CAI Q PA POOD, P Pool ✔

DHAP (2021) Self Unknown PCW, Reddit-D Q HA

FoCus (2022) Other Select FoCus C PU Knowledge
INFO (2022) Other Select FoCus C PU Knowledge
WWH (2023) Other Select, Balance MSPD C PU

IUPD (2022) Other Unknown CAI C (PU )
CLV (2023) Other Unknown CAI, Baidu PC Q (PU )
MSP (2022) Other Unknown PCW, Reddit-D Q HU Hsim

DuLeMon (2022b) Both Select, Unknown DuLeMon C HA, HU

Table 3: An overview of Personalized Dialogue Systems reviewed in Sec 3. We show (1) whose
persona each model aims to represent (Self: agent; Other: user), (2) approaches involved in each
work (Sec. 3.2), (3) datasets they are trained on (PC: PersonaChat; CAI: ConvAI2; PD: PeresonalDialog;
PCW: PChatbotW; Reddit-D: Reddit (DialogGPT); ED: EmpatheticDialog; PME: PersonaMinEdit; BST:
BlendedSkillTalk), (4) model inputs, i.e., dialogue types D (C: context; Q: query), persona types P
(PA: agent persona; PU : user persona; HA: agent history; HU : user history), other modalities (POOD:
out-of-distribution persona; P Pool: additional personas pool), (5) and whether additional NLI data/model
is used. The parentheses like “(PA)” indicate that the persona information is only provided during training.

ever, the number of dialogues in each language is
very limited. For example, there are only 280 di-
alogues for Italian. There are other translations
of PersonaChat, such as Japanese (Sugiyama
et al., 2021) and Korean1. Other than translation,
Baidu constructed and released the Chinese Per-
sonaChat dataset 2 which is similar to PersonaChat.
DuLeMon (Xu et al., 2022b) and Multi-Session Per-
sonalized Dialogue (MSPD) (Kwon et al., 2023) are
the Chinese and Korean version of Multi-Session
Chat (MSC) (Xu et al., 2022a).

3. Methodology

In this section, we first introduce the task defini-
tion of personalized dialogue generation, and then
discuss recent methodology advances in personal-
ized dialogue generation published at top confer-
ences from 2021 to 2023. Finally, we review recent
studies on large language models in personalised
dialogue generation.

3.1. Problem Statement
In this survey, we focus on the bilateral conversa-
tion, i.e., conversation between two parties. As
shown in Fig. 1, we define two speakers as an

1https://aihub.or.kr/
2https://www.luge.ai/#/luge/

dataDetail?id=38

agent A and a user U with the current dialogue
context C, where the last utterance of C is defined
as the query Q uttered by the user U . There might
also be past dialogue history H, where the history
utterances by the agent A and the user U are de-
noted as HA and HU , respectively.

The goal of personalized dialogue generation is
to generate a response R as an agent conditioned
on the input dialogue D and the persona P . The
input dialogue D can be a single query Q (i.e., the
last utterance by the user) or the dialogue context
C. The persona P can be in various representation
formats, such as descriptive sentences and sparse
key-value attributes, as seen in Section 2. Persona
P for agent A is denoted as PA, while that for user
U is represented as PU .

There are two main streams of the personalized
dialogue generation. One direction endows the
agent its own persona PA, and focuses on generat-
ing R that is consistent with persona PA and coher-
ent with the dialogue context C. In most studies,
PA is explicitly provided as an input; one exception
is Ma et al. (2021), in which PA is not provided and
the agent’s history responses HA are considered
as the persona information.

The other direction aims to model the user’s per-
sona PU to generate responses that better tailored
to the user’s needs. The emphasis is often on se-
lecting segments from the provided PU that are
most relevant to Q, or on establishing PU when it

https://aihub.or.kr/
https://www.luge.ai/#/luge/dataDetail?id=38
https://www.luge.ai/#/luge/dataDetail?id=38
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is not directly given. In cases where PU is absent,
one might derive explicit or implicit PU from the
user’s dialogue history HU , or infer implict PU via
conditional variational inference.

3.2. Approaches

Through the survey, we found that recent ap-
proaches to personalized dialogue generation can
be classified into 5 groups based on their motiva-
tions and target issues: Consistency and Coher-
ence, Persona-Context Balancing, Relevant Per-
sona Selection, Unknown Persona Modeling, and
Data Scarcity. Note that a single paper may cover
more than one of these issues.

As a side note, although a closely related line
of research focuses on extracting personas from
dialogues, such as Zhu et al. (2023), it falls beyond
the scope of this paper, which is concentrated on
personalized dialogue generation.

3.2.1. Consistency and Coherence

As mentioned in the previous section, most re-
search on endowing models with personas focuses
on generating responses that are simultaneously
consistent with the given persona and coherent
with the context.

Uncertainty Aware CVAE (UA-CVAE) (Lee et al.,
2022) tackled the coherence problem using condi-
tional variational autoencoder (VAE) training. They
proposed to generate response R conditioned on
the context C, the agent persona PA, and the la-
tent variable z. The latent variable z is sampled
form latent Gaussian distribution p(z|C,PA), where
the variance of z acts as an approximation to the
uncertainty in the input (C, PA).

Natural Language Inference (NLI) is commonly
used to solve the consistency problem, which pre-
dicts whether a premise and a hypothesis are en-
tailed, neutral, or contradictory. BoB (Song et al.,
2021) trained a decoder with NLI data to ensure the
consistency and minimize contradiction between
the response R and the agent persona PA.

Based on BoB, PCF (Wang et al., 2023a) fur-
ther added another NLI module between R and
the query Q to maintain the coherence of the di-
alogue. LMEDR (Chen et al., 2023b) fine-tuned
a pretrained NLI model with two additional matrix
parameters which act as additional “memory” for
language modeling, one for consistency and the
other for coherence. SimOAP (Zhou et al., 2023a)
demonstrated that responses with high probabilities
aren’t always superior to those with lower probabili-
ties. Consequently, their approach involves gener-
ating an extensive list of response candidates and
post-filtering. The candidates are first filtered for
coherence with C using the TF-IDF method (Salton

and Buckley, 1988), then selected for consistent
with PA through a pretrained NLI model.

3.2.2. Persona-Context Balancing

Since not all responses need personalization, de-
ciding when to condition more on the context and
when to weave in more personal information into
the response is important. Persona-Adaptive At-
tention (PAA) (Huang et al., 2023) separately en-
code PA and C, then design attention mechanism
to combine them dynamically. WWH (Kwon et al.,
2023) integrates non-personalized datasets with
personalized dataset, adjusting training data sam-
pling based on each dataset’s size to yield more
natural responses.

3.2.3. Relevant Persona Selection

While not all information in the given persona P ∈
{PA, PU} is related to the dialogue D ∈ {Q,C},
selecting the most relevant persona sentence be-
comes crucial to generate a natural and engag-
ing response. PS-Transformer (Liu et al., 2022)
and FoCUS (Jang et al., 2022) trained a binary
classifier for each persona sentence to evaluate
their likelihood of being utilized. In contrast, INFO
(Lim et al., 2022) obtained the weights over all PA

candidates via a multi-class classifier. DuLeMon
(Xu et al., 2022b) and WWH (Kwon et al., 2023)
trained LLM to discriminate the negative persona
sentences from the positive one based on C. Note
that a dataset with persona-grounding label - each
utterance is associated with a specific persona at-
tribute - is usually required for learning relevant
persona selection.

3.2.4. Unknown Persona Modeling

In the case when persona P is not explicitly given,
the personal information could be extracted from
dialogue histories of the speaker (HA or HU ) (Ma
et al., 2021; Zhong et al., 2022; Xu et al., 2022b),
or implicitly modeled by latent variables (Cho et al.,
2022; Tang et al., 2023).

DHAP (Ma et al., 2021), MSP (Zhong et al.,
2022), and DuLeMon (Xu et al., 2022b) extract
explicit (DuLeMon, MSP) or implicit (DHAP) per-
sonal information from dialogue histories. DuLe-
Mon was the first to conduct personal information
management for both U and A, training a classi-
fier to determine whether a clause in an utterance
contains personal information. Following a simi-
larity check, clauses containing persona informa-
tion were then added or updated in either PA or
PU . MSP derived the user persona PU from the
dialogue history of the user HU and similar users
Hsim. Histories unrelated to the query Q are fil-
tered out. From the remaining histories, the top k



13655

tokens are selected based on the attention weight
between Q and the histories. DHAP encoded HA

as implicit agent persona PA and constructed a
personalized vocabulary consisting of words from
HA. During decoding, DHAP switched between
this personalized vocabulary and a general one.

Both IUPD (Cho et al., 2022) and CLV (Tang et al.,
2023) model implicit user persona from D via condi-
tional variational inference (CVAE) training. CVAE
has been used in dialogue generation to address
the challenge of producing diverse responses for a
single query. It also facilitates response generation
under various conditions (Sohn et al., 2015; Zhao
et al., 2017; Song et al., 2019; Chen et al., 2022)3.

IUPD proposed both a persona latent vari-
able ZP and a fader latent variable Zα, along
with special tokens tokP and tokα for the
input. The ZP variable captures the latent
distribution of PU , thereby connecting the con-
text C to the response R. Meanwhile, Zα

measures the extent to which ZP ’s persona
information impacts R under C. The response
generation is expressed as: p(R|ZP , Zα, C) =
p(R|ZP , Zα, C)p(ZP |C)p(Zα|ZP , C), where
p(R|ZP , Zα, C) is the generator and p(ZP |C),
p(Zα|ZP , C) are prior networks. For ZP , inputs
to it’s prior and recognition networks combine the
variable token with the condition, namely [tokP , C]
and [tokP , P ]. For Zα, these are [tokα, ZP , C] and
[Zα, P,R].

CLV also proposed a persona latent vari-
able ZP and additionally, a response latent
variable ZR. They assume that ZP and
ZR are independent. The response gener-
ation is formulated as: p(R|ZP , ZR, C) =
p(R|ZP , ZR, C)p(ZP |C)p(ZR|C). In contrast to
IUPD, CLV’s prior and recognition networks for ZP

utilize Q and [Q,P ]. For ZR, the inputs are Q and
[Q,R].

Note that although UA-CVAE (Lee et al., 2022)
also using CVAE, they have the persona PA as
input during inference time and is described in
Sec. 3.2.1.

3.2.5. Data Scarcity

As shown in the Dataset section (Sec. 2), crowd-
sourced persona-based datasets usually have
more dialogue context but are notable for their lim-
ited size. Data augmentation is a naive answer
to solve the data scarcity problem. D3 (Cao et al.,
2022) is a model-agnostic method that purely ma-
nipulates the data. They kept only persona-related
(Q, R) dialogues, removed irrelevant PA which are
not entailed by R, and enlarged the number of
persona-related dialogues to 1.8 times and per-

3Not included in this work because they are not specif-
ically designed for personalized dialogue generation.

sonas to 3 times by BERT, GPT2, and back transla-
tion technique (Sennrich et al., 2016). Although not
trained with NLI data, pretrained NLI models have
been extensively used to judge the consistency
between the augmented P̃A and R̃, as well as to
evaluate the coherence between the augmented Q̃
and R̃.

Data scarcity also evokes the problem of out-of-
distribution (OOD) personas. That is, the limited
data provides the agent with a restricted persona
PA and as a result, personas related to certain real-
world queries might not be present in PA (Liu et al.,
2022) . To solve this problem, Liu et al. (2022) pro-
posed to retrieve unseen persona from an external
persona pool based on a NLI model.

Nevertheless, even the unseen persona is pro-
vided, it is difficult for the model to ground on the
out-of-distribution persona, i.e. the long-tail prob-
lem (Liu et al., 2022). GME (Wu et al., 2021a)
enforced the grounding on unseen persona POOD

during inference by masking persona-spans in the
original response and re-generate the response
conditioned on POOD, Q, and the masked response.
Liu et al. (2022), on the other hand, solve this prob-
lem by training a persona selection module over
PA and POOD (which learned to select POOD), and
generating the response weighted on P .

3.3. Large Language Models and
In-Context Learning

Given the rising prominence of ChatGPT, we are
motivated to examine the impact of large language
models (LLMs) and in-context learning on person-
alized dialogue generation. As demonstrated in
Salewski et al. (2023); Jiang et al. (2023), LLMs
can reflect personas or personality traits provided
in prompts, evident in corresponding personality
tests or tasks like writing or reasoning. Recent
works have prompted LLMs as various characters
for multi-agent simulation or collaboration (Chen
et al., 2023c; Qian et al., 2023; Park et al., 2023;
Wang et al., 2023b). Tu et al. (2023) prompted
ChatGPT with MBTI personalities to create a di-
alogue dataset between characters. Chen et al.
(2023a) pretrained their own LLM with persona in-
formation augmented to the original dialogue con-
text and demonstrated that prompting such a model
improves the agent’s persona consistency.

While there’s enthusiasm around using prompts
with LLMs to imbue them with personas, evalua-
tions typically focus on the success rate of assigned
tasks, overlooking the quality of LLM-generated
conversations. Furthermore, to the best of our
knowledge, existing works have centered on confer-
ring agent personas PA, with no studies exploring
the use of in-context learning to extract or model
unknown user personas PU .
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Model Fluency Diversity Coherence Personalization

UA-CVAE (2022) PPL, ROUGE, METEOR Dist-1, Dist-2, Dist-3 UE-Score ✘
BoB (2021) PPL Dist-1, Dist-2, Dist-Avg ✘ Delta Perplexity
PCF (2023a) PPL, BLEU Dist-1, Dist-2, Dist-Avg UE-Score C-Score
LMEDR (2023b) PPL, F1 Dist-1, Dist-2 ✘ C-Score
SimOAP (2023a) PPL Dist-1, Dist-2, Rep TF-IDF C-Score
PAA (2023) PPL, BLEU, F1 Dist-1, Dist-2 ✘ ✘
D3 (2022) PPL,BLEU,NIST-4, BERTScore Dist-1, Dist-2, Dist-3, Entropy-n ✘ C-Score
GME (2021a) BLEU ✘ ✘ C-Score
PS-Transformer (2022) BLEU, ROUGE, CIDEr ✘ ✘ ✘
DHAP (2021) BLEU, ROUGE, EMB Dist-1, Dist-2 ✘ Persona-F1, Persona-Coverage

FoCus (2022) PPL, BLEU, ROUGE, chrF++ ✘ ✘ P-Grounding-Acc
INFO (2022) BLEU, ROUGE, BERTScore, chrF++ ✘ ✘ P-Grounding-Acc, P-Grounding-F1
WWH (2023) PPL ✘ ✘ Persona-F1, Persona-Coverage
IUPD (2022) PPL Dist-1, Dist-2 ✘ Persona-Distance
CLV (2023) BLEU, ROUGE Dist-1, Dist-2 Coh-Con-Score C-Score*
MSP (2022) BLEU, ROUGE, EMB Dist-1, Dist-2 ✘ Persona-F1, Persona-Coverage

DuLeMon (2022b) PPL, BLEU, F1 Dist-1, Dist-2 ✘ ✘

Table 4: Evaluation metrics used in each model introduced in Sec. 3. EMB: embedding metric. C-Score*:
a different implementation of C-Score.

4. Evaluation

Personalized dialogue generation literature typi-
cally assess the quality of the generated responses
across various dimensions. The most commonly
examined dimensions include fluency, diversity, co-
herence, and personalization.

4.1. Fluency

The fluency evaluation usually refers to the com-
mon generation metrics. Perplexity (PPL) is often
reported as an indication of fluency. Besides, most
works measure the similarity between the gener-
ated response to the reference response. The most
popular similarity metrics include the lexical over-
lap metrics, e.g., F1, BLEU (Papineni et al., 2002),
ROUGE (Lin, 2004), NIST (Doddington, 2002),
METEOR (Banerjee and Lavie, 2005), chrF++
(Popović, 2017), and representation-based met-
rics, e.g., bag-of-word embedding score (Chan
et al., 2019) and BERTScore (Zhang* et al., 2020).
Other metric like CIDEr (Vedantam et al., 2015)
has also been used.

4.2. Diversity

Distinct-1 (Dist-1) and Distinct-2 (Dist-2) (Li et al.,
2016) are the most widely adopted metrics for di-
versity evaluation. 12 out of 17 papers in Sec. 3 in-
cludes Dist-1 and Dist-2 in their evaluation. Entropy-
n (Zhang et al., 2018b) is the entropy derived from
a sentence’s n-gram distribution, measuring the
uniformity of the empirical n-gram distribution. Rep-
etition Rate (Rep) (Zhou et al., 2023a) is proposed
for evaluating diversity at the sentence level, which
counts the number of identical responses in the
candidates that differ from the ground truth. Com-
paring the repetition of candidates, this metric is
specifically designed for their post-filtering method
over the candidate responses.

4.3. Coherence
Coherence refers to the logical and meaningful con-
tinuity of a conversation. A Coherent response
ensures that the conversation makes sense and
flows naturally from the previous turn. Although
coherence evaluation metrics have been proposed
(Ghazarian et al., 2022; Ye et al., 2021), they were
used in none of the papers in Sec 3. Many studies
omit the coherence evaluation and consider that the
Fluency metrics described in the previous section
can also measure the coherence of dialogues.

Zhou et al. (2023a) calculate the cosine similarity
between the TF-IDF vectors (Salton and Buckley,
1988) of the context and the response as a measure
of coherence evaluation. Coherence-Consistency
Score (Coh-Con.Score) (Tang et al., 2023) mea-
sures both dialogue coherence and persona con-
sistency simultaneously. It takes the query Q, re-
sponse R, and persona P as input and assigns 2,
1, 0 for the following scenarios respectively: both
(P,R) and (Q,R) are entailed, only (P,R) is en-
tailed, and otherwise.

Utterance Entailment score (UE-Score) (Lee
et al., 2022) compute the NLI score between ut-
terance and response as the coherence score.

Although both Coh-Con.Score and UE-Score
utilize NLI model, the pretrained data and back-
bone are different. While Coh-Con.Score using
RoBERTa (Liu et al., 2019) trained on Dialogue NLI
dataset (DNLI) (Welleck et al., 2019) and finetuned
on ConvAI2 and Baidu PersonaChat as the NLI
model for English and Chinese, UE-Score finetuned
BERT on SNLI dataset (Bowman et al., 2015).

4.4. Personalization
Personalization can be evaluated from two aspects:
consistency and coverage.

Consistency reflects whether the generated re-
sponse R is consistent with the given personal in-
formation P . C-Score (Madotto et al., 2019) fine-
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tuned BERT on DNLI and assigned 1, 0, and -1
for entailment, neutral, and contradiction, respec-
tively. The final C-Score for an utterance is the sum
over all personas: C-Score(R) =

∑
i NLI(R,Pi).

P-Score proposed in (Wu et al., 2021a) is actually
the same as C-Score. Consistency Score (Tang
et al., 2023) reduced the three classes in C-Score
to binary classes, i.e., assigning 1 for entailment
and neutral labels and 0 for the contradiction label.

Li et al. (2020) first showed that the perplexity of
entailed dialogues would be lower than that of con-
tradicted dialogues. Building on this, BoB (Song
et al., 2021) reported the PPL of entailed and con-
tradicted dialogues, as well as their subtraction,
denoted as Delta Perplexity, to highlight model’s
capability of distinguishing between entailment and
contradiction.

Coverage shows how much given personal in-
formation is reflected in the generated response.
Persona-F1 (Lian et al., 2019) is determined by
the overlap of the set of non-stopword unigrams
between R and P , and Persona Coverage (Song
et al., 2019) quantifies the IDF-weighted word over-
lap between R and P . Persona Distance (Cho et al.,
2022) is defined as the average word2vec cosine
similarity between the keywords of R and P , where
the keywords are decided by the word frequency
after removing stopwords.

5. Discussion

5.1. Dataset

The persona-based datasets are expensive to col-
lect and notable for its limited size. They are also
considered artificial as the annotators are playing
the given role and not act like themselves. The
limited size also causes the out-of-domain persona
problem discussed in Sec. 3.2.5, limiting the adap-
tation to the real-world scenario.

Crawling from social platforms addresses the
issue of data size and provides original utter-
ances from humans. However, the quality of these
datasets is questionable. They originate from posts
and comments on social media rather than from
natural conversations, and thus the average turns
per “dialogue” is relatively low. In addition, the
extracted personas may not always align with the
actual topic of discussion. Users may also post
contradictory statements, making it challenging to
deduce a consistent persona. And some situa-
tional or fleeting statements might be inadvertently
extracted (Mazaré et al., 2018).

In addition, the diversity of the model are con-
straint, especially in domain and language vari-
ances, as discussed in Sec. 2.2.2. Multilingual dia-
logue data is pivotal in capturing the nuances of di-
verse cultural backgrounds. For example, a model

trained solely on English or translated dialogue
datasets may not effectively cater to Japanese con-
texts, given the stark contrast between English’s
low-context communication style and Japanese’s
high-context nature.

5.2. Methodology
Many works are based on the assumption that the
query Q, response R, and persona P are mutually
dependent, that is, assuming the three components
are interconnected and that changes or variations
in one might influence the other two. However,
some of the works overlooked that not all R are
personalized and not all personal information in the
given P should be reflected.

Furthermore, research on personalized dialogue
generation divides into two main streams, and
each only models one single party of the dialogue
speaker, as described in Sec 3.1. Future research
might explore modeling both PA, PU for a more
comprehensive personalized dialogue generation.

5.3. Evaluation
The primary evaluation metrics employed in recent
papers may be insufficient. Predominantly, these
are generation metrics, specifically similarity-based
metrics, used for machine translation (MT) or sum-
marization tasks. However, they have proven inef-
fective for assessing complex, open-ended tasks
such as dialogue generation (Gehrmann et al.,
2023; Yeh et al., 2021; Deriu et al., 2021; Liu et al.,
2016). While advanced metrics that align more
closely with human judgments have been proposed
for dialogue evaluation, none have been applied in
the examined studies.

Moreover, each study employs its own data pre-
processing and might have different implementa-
tion on evaluation methods, complicating direct
comparisons between different models. We ad-
vocate for a standardized approach to data pre-
processing and evaluation. Such consistency will
enable more precise comparisons among models
and ensure that progress in the field is gauged
against a uniform benchmark.

6. Conclusion

This review delves into personalized dialogue gen-
eration, covering Datasets, Methodologies, and
Evaluation techniques. The cornerstone dataset in
this field is PersonaChat. Modern datasets have
expanded in size, added persona grounding, and
now cover a broader range of domains, sessions,
modalities, and languages. Persona is represented
in descriptions, key-value attributes, or basic user
IDs to trace past dialogues. The primary method-
ologies are: (1) imparting a persona to the agent
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and ensuring its consistency, and (2) pinpointing
user personas or choosing the right one for con-
text. The central challenges addressed include
maintaining consistency and coherence, appropri-
ately balancing persona with context, choosing per-
tinent personal details, modeling personas when
not directly provided, and navigating limited data.
For evaluations, factors like Fluency, Diversity, Co-
herence, and Personalization are paramount, with
perplexity, BLEU, and Distinct-N being commonly
used metrics. Personalization assessment primar-
ily gauges persona consistency and coverage.

We conclude by discussing the limitations in the
three dimensions. The primary issues with datasets
include their limited size, concerns about quality,
and insufficient diversity in both domains and lan-
guages. In terms of methodology, incorrect as-
sumptions about the interdependencies among per-
sona, query, and response can pose challenges.
And we advocate for consistent assessment stan-
dards across various models and benchmarks for
effective dialogue evaluation.

We compile information on the publication
venues and repositories of related works, includ-
ing those analyzed in this paper, in Table 5 in the
Appendix.
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