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Abstract
Eye-tracking-while-reading corpora play a crucial role in the study of human language processing, and, more
recently, have been leveraged for cognitively enhancing neural language models. A critical limitation of existing
corpora is that they often lack diversity, comprising primarily native speakers. In this study, we expand the
eye-tracking-while-reading dataset CopCo, which initially included only Danish L1 readers with and without
dyslexia, by incorporating a new dataset of non-native readers with diverse L1 backgrounds. Thus, the extended
CopCo corpus constitutes the first eye-tracking-while-reading dataset encompassing neurotypical L1 and L1
readers with dyslexia as well as non-native readers, all reading the same materials. We first provide extensive
descriptive statistics of the extended CopCo corpus. Second, we investigate how different degrees of diversity
of the training data affect a state-of-the-art generative model of eye movements in reading. Finally, we use this
scanpath generation model for gaze-augmented language modeling and investigate the impact of diversity in the
training data on the model’s performance on a range of NLP downstream tasks. The code can be found here:
https://github.com/norahollenstein/copco-processing.

Keywords: eye-tracking, scanpaths, Danish, dyslexia, second language speaker, bias, reading, language
processing, machine learning, generative models, cognitively enhanced NLP

1. Introduction & Related Work

Some readers will decipher this paper as effort-
lessly as a shopping list, others will take a few
milliseconds longer to mentally translate certain
words into their native language, and others still
will struggle to make sense of the words because
they lack the relevant background knowledge, or
because letters appear to them in jumbled order.
The cognitive processes of different types of read-
ers can be captured with eye-tracking recordings.
Human eye movements in reading are character-
ized by an alternating sequence of fixations, where
the gaze remains relatively still and visual input
is obtained, and saccades, which are rapid move-
ments between fixations during which visual input
is suppressed. In the following, a sequence of
fixations is also referred to as scanpath.

The Copenhagen Corpus of Eye-Tracking
Recordings from Natural Reading (CopCo, Hollen-
stein et al., 2022; Björnsdóttir et al., 2023) consists
of eye movement data from a diverse set of par-
ticipants reading naturally occurring Danish texts
at their own pace to enable researchers from var-
ious subfields of linguistics to study reading be-
havior, and to leverage the data for computational
models. CopCo contains eye-tracking recordings
from adult native speakers (L1) with and without
dyslexia. In this work, we extend CopCo by con-
tributing an additional dataset of adult non-native
speakers of Danish. In the following, for simplic-

ity, we’ll refer to non-native readers of Danish as
L2 although Danish is the L3 or L4 for some of
the participants. While most psycholinguistic stud-
ies have been focusing on highly homogeneous
populations by defining precise inclusion criteria
(e.g., only native speakers, dyslexic speakers with-
out any comorbidities, L2 speakers with a specific
L1), we contribute a naturalistic corpus read by
a more diverse population to reflect the linguis-
tic heterogeneity of contemporary Danish society.
Our work adds to the collection of eye-tracking
datasets where both L1 and L2 readers read from
the same set of texts (Cop et al., 2017; Sui et al.,
2022; Kuperman et al., 2023; Berzak et al., 2022).
While in the vast majority of existing datasets, the
L2 part consists of English L2 data recorded from
speakers of the same (the respective local) L1,
our dataset constitutes the first non-English L2
eye-tracking-while-reading corpus from speakers
of a diverse set of native languages. Gaze data
scarcity is a persistent challenge that researchers
have addressed by resorting to computational cog-
nitive models that simulate eye movements in read-
ing (Reichle et al., 2003; Engbert et al., 2005),
or by developing non-explanatory machine learn-
ing models that are optimized to generate human-
like eye movement patterns on a given text (Deng
et al., 2023b; Bolliger et al., 2023). While these
approaches have shown promising results for En-
glish, to date, none of these methods have been
evaluated on a low-resource language like Danish,

https://github.com/norahollenstein/copco-processing
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nor on data from diverse populations.
A diverse reading dataset that approximates the

contemporary socio-linguistic situation is not only
useful for fundamental research of reading but
might also be more beneficial for gaze-augmented
natural language processing (NLP) since recent
research in computational linguistics revealed that
L2 reading behavior is better aligned with the rep-
resentations learned by computational language
models (Gonzalez-Garduno and Søgaard, 2018;
Brandl and Hollenstein, 2022; Schneider et al.,
2023). The ability to accurately model gaze fea-
tures is crucial to advance our understanding of
language processing (Hollenstein et al., 2021). Not
only can it reveal the workings of the underly-
ing cognitive processes of language understand-
ing (Reichle et al., 2003; Engbert et al., 2005), but
the performance of computational language mod-
els can also be improved if their inductive bias is
adjusted using human cognitive signals (Hollen-
stein and Zhang, 2019; Sood et al., 2020; Deng
et al., 2023a). Although it has been shown that aug-
menting language models with eye-tracking data
is most beneficial in low-resource scenarios (Deng
et al., 2023a), it has mostly been explored on En-
glish data (Barrett et al., 2018; McGuire and To-
muro, 2021; Mathias et al., 2020), but not on a
lower-resource language such as Danish.

We first provide comprehensive descriptive
statistics to compare eye movement patterns be-
tween native speakers, second-language speakers,
and readers with dyslexia when reading Danish
texts. We then investigate whether eye-tracking
data from readers with diverse backgrounds is
more suitable for training a state-of-the-art neu-
ral network model (Deng et al., 2023b) to gener-
ate ecologically valid human scanpaths. Subse-
quently, we examine how the training population
of this scanpath generation model impacts the per-
formance of a language model that is augmented
with these synthetic data on a representative set
of downstream NLU tasks. More precisely, we
use a deep neural text-conditioned dual-sequence
autoregressive model, Eyettention (Deng et al.,
2023b), to synthesize gaze data of the three pop-
ulations. We then apply the synthesized data to
augment a Danish Foundation Model (DFM) that is
tested on various Danish natural language under-
standing tasks.

2. The CopCo Corpus

In the first two iterations, the authors of CopCo
collected data from typically developing L1 read-
ers (Hollenstein et al., 2022) and L1 readers with
dyslexia (Björnsdóttir et al., 2023).1 Here, we intro-
duce an extension of the CopCo dataset containing

1https://osf.io/ud8s5/

L1 reader L2 reader Dyslexia

Demographic properties of the readers
Number of readers 25 13 19
Self-reported gender 19 F / 6 M 9 F / 4 M 12 F / 7 M
Age 30.209.20 29.003.84 36.0514.38

Descriptive statistics
Number of texts read 4.841.71 6.003.55 2.891.02
Comprehension acc. 0.840.11 0.760.14 0.790.16
Reading time 17.663.79 22.986.25 35.6117.96
#Fixations per para. 4.340.084 5.250.140 6.540.175
#Fixations per word 0.920.006 1.310.009 1.570.013
Progression length 2.750.024 2.380.037 2.350.025
Regression length 6.260.061 6.180.085 4.590.059
Regression ratio 0.240.002 0.210.003 0.240.003

Table 1: Overview of the extended CopCo dataset.
The reading measures are defined in the appendix.
Accuracy and paragraph are denoted by acc. and
para., respectively. Subscripts indicate the stan-
dard deviation for age, number of texts read, com-
prehension accuracy, and reading time, whereas
the standard error pertains to all other reported
statistics.

eye movements from non-native Danish readers.
For simplicity, we’ll refer to non-native readers of
Danish as L2 although Danish is the L3 or L4 for
some of the participants.

Data Collection Using the same materials and
an identical experimental procedure and hardware
set-up (EyeLink 1000 Plus) as for the collection of
the L1 data (Hollenstein et al., 2022), we contribute
L2 recordings to the CopCo dataset. We record
data from 13 new participants (see Table 1 for de-
tails). The reading materials include 46 transcribed
and proofread Danish speeches, accessed from
the Danske Taler archive2 and 12 articles from the
Danish Wikipedia3. Each participant read a vary-
ing number of texts depending on their personal
reading speed (see Hollenstein et al., 2022 for de-
tails).

3. Comparing Reading Patterns
Across Different Reader Groups

To the best of our knowledge, CopCo is the first
dataset containing neurotypical L1 and L2 read-
ers, as well as L1 readers with dyslexia, promot-
ing inclusiveness across diverse reading profiles.
Furthermore, the reader’s age range distinguishes
CopCo from other widely-used eye-tracking-while-
reading datasets (Cop et al., 2017; Sui et al., 2022;
Kuperman et al., 2023; Jakobi et al., 2024): Partici-
pants span around 30 years of age (Min: 20, Max:
64, Mean: 32.34, Median: 29) as opposed to the
typical average age of 20 to 25 years. The level of

2https://dansketaler.dk
3https://da.wikipedia.org/wiki/

Wikipedia:Ugens_artikel

https://osf.io/ud8s5/
https://dansketaler.dk
https://da.wikipedia.org/wiki/Wikipedia:Ugens_artikel
https://da.wikipedia.org/wiki/Wikipedia:Ugens_artikel
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Figure 1: (a) Comprehension accuracy vs. words per minute read, (b) Skipping proportion with respect
to word length (# characters), and (c) First-fixation duration (FFD), mean-fixation duration (MFD), total-
fixation duration (TFD), first-pass duration (FPD), and go-past time (GPT) for each group of readers.

reading comprehension, operationalized in terms
of response accuracy to comprehension questions
randomly presented after 20% of all paragraphs,
is very similar for each of the three groups, see
Table 1. Figure 1a shows that in typically develop-
ing L1 readers, comprehension accuracy tends to
be higher when reading speed is lower, while the
opposite holds for the other two groups.

We present the shared characteristics and distin-
guishing features of the reading patterns observed
in the three groups. First, we explore how word
length affects skipping rates (i.e., the proportion of
trials in which a word is not fixated during first-pass
reading). Figure 1b illustrates the impact of word
length on skipping rates for each of the groups.
While the differences are not statistically significant,
numerically the skipping rates for L1 readers with
dyslexia are lower than those for typical L1 readers.
The skipping rates of L2 readers lie between typical
L1 readers and L1 readers with dyslexia. These
trends align with findings from prior psycholinguis-
tic research (Hawelka et al., 2010; Kuperman et al.,
2023).

Figure 1c illustrates five commonly reported
duration-based eye movement measures: first-
fixation duration (FFD), mean-fixation dura-
tion (MFD), total-fixation duration (TFD), first-pass
duration (FPD), and go-past time (GPT). Defini-
tions can be found in the appendix. We observe
that, across measures, the average values from
typical L1 readers are lower than the ones from L2
readers, which, in turn, are lower than the ones
from L1 readers with dyslexia.

For the count-based fixation measures pre-
sented in Table 1, we observe the following sig-
nificant differences between groups: Typical L1
readers display the fewest and L1 readers with
dyslexia the highest number of fixations per para-
graph (including fixations between words). On a
more fine-grained level, we extend the count-based
analysis to fixations per word, where we see the
same pattern as for the paragraph level. Finally,

we analyze three saccadic measures: progressive
saccade length (length of forward saccades mea-
sured in terms of characters); regressive saccade
length (length of backward saccades in terms of
characters); and regression rate (regression to to-
tal saccade count-ratio). For both progressive and
regressive saccades, the same pattern is observed:
Typical L1 readers produce longer saccades than
the other groups; L1 readers with dyslexia display
slightly shorter saccades compared to L2 readers.
The regression ratio is somewhat higher for L1
readers in comparison to L2 readers.

4. Synthesizing Eye-Tracking Data

Despite the availability of a few non-English
datasets like CopCo (Hollenstein et al., 2022),
PoTeC (Jakobi et al., 2024), or the multilingual
MECO data (Siegelman et al., 2022), generally
eye-tracking-while-reading data in languages other
than English remains very limited. One approach
to overcome data scarcity is the simulation of
human-like synthetic eye gaze data using a gen-
erative model. Notably, recent advancements in
scanpath prediction (Deng et al., 2023b; Bolliger
et al., 2023) are driven by the integration of con-
textualized embeddings from BERT-like language
models (Devlin et al., 2019). However, the existing
work in machine learning-based synthetic scan-
path generation predominantly focuses on L1 read-
ers, often neglecting diverse populations.

In our study, we aim to explore the extent to
which models trained on L1 readers can gener-
alize to L2 readers and to L1 readers diagnosed
with dyslexia. We investigate whether the bias
introduced by only recording L1 readers is detri-
mental to scanpath generation for readers with a
different native language or non-typical readers,
and examine whether the inclusion of L2 readers
and L1 readers with dyslexia in the training data
can enhance the overall quality of the generated
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Model Training data NLL ↓ for test groups
L1 L2 Dys L1 L2 Dys

Uniform 7.90 7.90 7.90
Et-Da ✓ × × 2.900.09 2.670.12 2.630.04
Et-Da ✓ ✓ × 2.870.09 2.520.12 2.570.05
Et-Da ✓ × ✓ 2.990.07 2.590.14 2.610.04
Et-Da × ✓ ✓ 3.000.08 2.540.15 2.570.06
Et-Da ✓ ✓ ✓ 2.730.08 2.440.12 2.480.05

Table 2: Models are trained on 20 and tested on
three randomly sampled users from each group.
Both sets are resampled six times. Best results are
indicated in bold, and worst results in italic. Et-Da
refers to the Eyettention-Da model, and Dys to the
group of readers with dyslexia. Subscripts denote
the standard error.

scanpaths.

Eyettention-Da We train a state-of-the-art model
for generating synthetic gaze data from each of
the three populations and investigate the impact of
biased training data. We train Eyettention (Deng
et al., 2023b), a deep neural dual-sequence model
that autoregressively predicts a fixation sequence,
each fixation represented as a word index, for a
given text. It consists of two encoders, one for the
text and one for the fixation sequence, and a de-
coder that generates a probability distribution over
next-fixation locations. To adapt the model for Dan-
ish texts (henceforth referred to as Eyettention-Da),
we choose the state-of-the-art DFM encoder as the
text encoder backbone. This choice is motivated
by its recent success on the Danish part of the
ScandEval benchmark (Nielsen, 2023). The DFM
encoder is a fine-tuned version of the NB-BERT-
large model (Kummervold et al., 2021), a BERT
uncased architecture, which was pre-trained on
a collection of Norwegian datasets using masked
language modeling.

Evaluation Procedure & Results To evaluate
the scenarios introduced above, we split the
dataset such that the test set only contains eye-
tracking recordings from readers who are held out
from training. Given the limited number of readers,
we conduct six random resamplings for both the
training and test readers. All models are trained on
20 readers and evaluated on three readers from
each reader group. For reference, we include a
baseline model that samples the next fixation from
a uniform distribution. We measure model perfor-
mance in terms of negative log-likelihood (NLL). A
lower NLL indicates better predictive performance.

We observe that Eyettention-Da outperforms the
baseline model in all settings, independently from
the training population(s) (see Table 2). However, it
is worth noting that when Eyettention-Da is trained
only on typical L1 readers, it performs poorer for

both L2 readers and L1 readers diagnosed with
dyslexia, and worse than any other combination
of training populations. By contrast, the best per-
formance on each of the test groups is observed
when Eyettention-Da is trained on readers from
each of the three groups.

5. Gaze-Augmented Language
Modeling for ScandEval Tasks

We investigate the potential enhancement of
scanpath-augmented language models when uti-
lizing eye-tracking data from readers with diverse
backgrounds. Augmenting high-performing mod-
els with gaze data for downstream NLP tasks typi-
cally requires a substantial volume of task-specific
gaze recordings for both training and testing. How-
ever, obtaining such data has been challenging
due to the resource-intensive endeavor of collect-
ing gaze data. Utilizing (potentially large amounts
of) synthetic data offers a promising solution, en-
abling the training of more robust models for vari-
ous tasks and offering human-like gaze data even
at application time (Deng et al., 2023a). To this
end, we use synthesized gaze data from differ-
ent populations to augment LMs, and evaluate the
performance of these gaze-augmented language
models on the Danish NLP tasks from the Scan-
dEval benchmark (Nielsen, 2023), encompassing
a comprehensive collection of four diverse natural
language understanding (NLU) tasks in the Danish
Language.

Gaze-Augmented Language Model In their
seminal work, Deng et al. (2023a) employed the
PLM-AS method proposed by Yang and Hollen-
stein (2023) to augment a language model’s input
text with synthetic gaze data. This approach allevi-
ates the need for real human scanpaths, replacing
them with simulated fixation sequences at infer-
ence time. Building upon this research, we take the
method proposed by Deng et al. (2023a) as a start-
ing point and replace the English scanpath gener-
ation model Eyettention with Eyettention-Da, and
the backbone BERT model with the DFM encoder.
We explore the impact that training Eyettention-Da
on diverse reader populations will have on the per-
formance of a PLM-AS gaze-augmented language
model on various NLU tasks.

Evaluation Procedure & Results The Danish
tasks from the ScandEval (Nielsen, 2023) bench-
mark4 focus on low-resource challenges, with
1024, 256, and 2048 instances for each task’s train-
ing, validation, and test set, respectively. These

4https://scandeval.github.io/

https://scandeval.github.io/
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Table 3: Results on the ScandEval benchmark. PLM-AS with Eyettention-Da as scanpath generator is
compared to the Danish Foundation Model (DFM), the state-of-the-art model for the Danish part of the
ScandEval benchmark. Eyettention-Da (Et-Da) is pre-trained on 20 readers sampled from the respective
group shown in the table (L1, L2, Dyslexia (Dys)). The evaluation protocol follows the ScandEval
benchmark. Subscripts denote the standard error.

Model Et-Da training data ScaLA-da Angry Tweets DaNE ScandiQA-da DA
L1 L2 Dys MCC/F1 MCC/F1 F1/F1-MISC EM/F1 Macro

DFM × × × 76.111.17/87.410.67 51.422.30/67.071.97 82.69±0.85/85.080.77 54.451.65/59.521.45 66.171.49
PLM-AS+Et-Da ✓ × × 79.540.63/89.500.38 56.731.09/71.330.75 85.171.07/87.191.23 53.751.94/58.850.92 68.802.57
PLM-AS+Et-Da ✓ ✓ × 61.3413.80/77.009.81 55.600.62/70.440.32 79.372.07/77.292.57 48.913.94/53.652.13 61.311.32
PLM-AS+Et-Da ✓ × ✓ 80.201.30/89.720.74 56.700.71/70.780.32 85.230.98/87.371.21 54.031.96/58.800.91 69.041.69
PLM-AS+Et-Da ✓ ✓ ✓ 62.6714.08/77.459.89 55.261.09/70.150.89 81.281.45/83.371.91 49.032.07/52.571.91 62.061.21

tasks cover assessments of linguistic acceptabil-
ity (ScaLA-da), sentiment analysis (Angry Tweets),
Named Entity Recognition (DaNE), and question
answering (ScandiQA-da). We adhere to the Scan-
dEval evaluation protocol. We report the results
of the DFM encoder, the best-performing model
on the Danish section of the ScandEval, as our
baseline for assessment.

The results are summarized in Table 3. We find
that on three of the four tasks, PLM-AS outper-
forms the current state-of-the-art DFM encoder.
Only on one of the six metrics, the PLM-AS model,
paired with the Eyettention-Da model trained ex-
clusively on neurotypical L1 readers, achieves the
best performance. However, for the remaining 5
metrics, a model trained on both populations of L1
readers establishes a new state-of-the-art. When
considering the macro-average, which serves as
the benchmark for the entire Danish portion of
ScandEval, the model trained on L1 readers with
and without dyslexia performs best. Finally, the
addition of L2 readers in the pre-training of the
scanpath generation model seems to induce noise
for both ScandiQA-da and Scala-da, which leads
to a subpar performance on both of these tasks as
well as on the overall benchmark.

6. Discussion & Conclusion

We extended the CopCo corpus with an additional
dataset with recordings from L2 readers of var-
ious native languages. We compare the data
between populations contained in the extended
CopCo dataset and subsequently train Eyettention-
Da to synthesize population-specific scanpaths.
The main finding is that training on a more diverse
population yields more accurate scanpaths for all
populations. This result suggests that population-
specific differences in reading behavior lead to
overfitting and thus should not be aggregated out of
the data but embracing the diversity in the data re-
sults in more realistic, human-like scanpaths. Fur-
ther, when evaluating the Eyettention-Da model
as a backbone for a scanpath-augmented model,
we achieve state-of-the-art results on the Danish

part of the ScandEval benchmark. This shows
that higher diversity in the gaze data not only im-
proves the scanpath prediction but also enhances
the performance of a gaze-augmented language
model on downstream NLP tasks. We conclude
that the inclusion of more diverse linguistic profiles
is not only a desideratum for achieving inclusive-
ness in language modeling but can also have a
regularizing effect which even increases the mod-
els’ performance on a neurotypical population of
native speakers.

7. Ethics Statement & Limitations

Working with human data necessitates ethical con-
sideration. The data collection was approved
by the relevant ethics committee. All data is
anonymized. However, privacy risks associated
with human gaze data collection, sharing, and pro-
cessing are significant: recent research has re-
vealed that individual identities can be potentially
extracted from gaze data (Jäger et al., 2020; Lohr
and Komogortsev, 2022). Other personal informa-
tion such as gender and ethnicity may also become
possible to extract in the future, posing a risk of
personal information leakage. The proposed use
of synthetic data during deployment significantly
mitigates this privacy risk since synthetic eye move-
ments do not (directly) reveal the reader’s iden-
tity. Synthetic gaze data can also reduce the need
for large-scale human experiments, though some
real gaze data remains essential for training gen-
erative models. While generating synthetic gaze
data helps mitigate the issue of gaze data scarcity,
adopting this approach raises ethical concerns, as
it opens the possibility of training models that could
be used for various tasks, including those with ma-
licious intent.

The ecological validity of psycholinguistic find-
ings has been questioned, primarily due to the field
focusing on English-speaking populations. Along
the same lines, in eye-tracking based technologi-
cal applications, the emphasis on native speakers
of English has led to algorithmic bias, as demon-
strated by Prasse et al. (2022). Our collection of
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L2 Danish data, i.e., non-native readers of a low-
resource language, helps to overcome limitations
related to the availability and representativeness
of reading data, fostering the development of more
equitable and unbiased models.

One limitation of our work is that the scan-
path generation model, Eyettention-Da, was (pre-
)trained on eye-tracking data recorded from read-
ing full paragraphs, not single sentences as in the
original paper (Deng et al., 2023b), and the hyper-
parameters were not adjusted. Our experiments
revealed that scanpath augmentation had a neg-
ative impact on the model’s performance in ques-
tion answering (ScandiQA-da). Thus, future work
might explore pre-training the scanpath generation
model on an eye-tracking corpus recorded from
an information-seeking reading, rather than from
natural reading. Finally, due to the nature of the
recorded eye-tracking data, we only evaluated the
Danish part of ScandEval (Nielsen, 2023), crucially
missing the remaining Nordic languages.
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A. Additional information about L2
cohort

The L2 readers’ native languages encompass
Spanish, Korean, Hungarian, Portuguese, Ice-
landic (2x), Czech (3x), German, Hebrew, English,
and Basque. Their respective years of learning
Danish range from 2.5 to 21 years.

B. Reading measure definitions

The number of fixations per paragraph is the mean
number of fixations per paragraph normalized with
respect to the number of words in the paragraph.
The number of fixations per word is the mean num-
ber of fixations on each word. The progression
length and regression length are the mean sac-
cadic length (in degrees of visual angle) either to
the bottom/right or top/left, respectively. The re-
gression ratio is the ratio of regression given all
saccades. The first fixation duration is the duration
of the first fixation (in milliseconds) on a word, this
might be zero if the word was first skipped. The
mean fixation duration is the sum of fixation du-
rations (in milliseconds) during the first encounter

of the word divided by the number of fixations on
the word. The mean total fixation duration is the
sum of all fixation durations of any fixation on a
given word divided by the number of fixations. The
first pass duration is the summed duration (in mil-
liseconds) of all fixations on the current word prior
to progressing out of the current word (to the left
or right). Go-past time is the sum duration (in mil-
liseconds) of all fixations prior to progressing to
the right of the current word, including regressions
to previous words that originated from the current
word.

C. Additional scanpath generation
experiments

Using the same resampling methodology as in the
experiments on scanpath generation in the main
paper, we investigated models trained exclusively
on a subset of 10 readers, accounting for scenarios
where models are trained solely on L2 readers or
L1 readers with dyslexia, see Table 4. The findings
mirror the earlier results, with Eyettention trained
on all three reader groups consistently outperform-
ing all other models.

Table 4: Models are trained on 10 and evaluated on
3 randomly sampled users. Both training and test
populations are resampled 6 times. Bold values
indicate the best results, while italic values indi-
cate the worst. ✓indicates that the reader group
was included in the training, while × indicates the
opposite.

Training data NLL ↓ for test groups
Model L1 L2 Dys L1 L2 Dys
Eyett-da ✓ × × 3.00±0.08 2.65±0.12 2.69±0.03
Eyett-da × ✓ × 3.03±0.08 2.60±0.14 2.67±0.06
Eyett-da × × ✓ 3.12±0.08 2.64±0.15 2.65±0.05
Eyett-da ✓ ✓ × 3.01±0.09 2.62±0.11 2.68±0.05
Eyett-da ✓ × ✓ 3.04±0.09 2.65±0.13 2.67±0.04
Eyett-da × ✓ ✓ 3.10±0.08 2.61±0.12 2.68±0.06
Eyett-da ✓ ✓ ✓ 2.94±0.09 2.60±0.12 2.65±0.05

D. ScandEval tasks

The ScandEval benchmark, as introduced by
Nielsen (2023), encompasses a suite of natural
language understanding (NLU) tasks for Scandi-
navian languages. It spans Danish, Faroese, Ice-
landic, Norwegian, and Swedish. However, our
analysis focuses exclusively on this benchmark’s
Danish component. This component integrates
four distinct tasks: linguistic acceptability (ScaLA-
Da), question-answering (ScandiQA-Da), senti-
ment classification (Angry Tweets), and named
entity recognition (DaNE), each designed for differ-
ent facets of language understanding. ScaLA-Da
is designed to evaluate the acceptability of Dan-
ish sentences, employing the Matthews Correla-
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tion Coefficient (MCC) and the macro F1 score as
its evaluation metrics. ScandiQA-Da introduces a
classic question-answering format, requiring mod-
els to identify and tag the correct answer within
a given context. The performance on this task
is quantified through the Exact Match metric and
the F1 score. Angry Tweets presents sentiment
classification, where the objective is to predict the
sentiment conveyed in a specific tweet accurately.
The evaluation metrics are the MCC and the macro
F1 score. Lastly, DaNE focuses on Danish named
entity recognition, tasking models with the identi-
fication and classification of named entities within
sentences. This is assessed using the micro F1
score, both with and without consideration of mis-
cellaneous tags.
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