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Abstract
Legal professionals often grapple with navigating lengthy legal judgements to pinpoint information that directly
address their queries. This paper focus on this task of extracting relevant paragraphs from legal judgements based
on the query. We construct a specialized dataset for this task from the European Court of Human Rights (ECtHR)
using the case law guides. We assess the performance of current retrieval models in a zero-shot way and also
establish fine-tuning benchmarks using various models. The results highlight the significant gap between fine-tuned
and zero-shot performance, emphasizing the challenge of handling distribution shift in the legal domain. We notice
that the legal pre-training handles distribution shift on the corpus side but still struggles on query side distribution shift,
with unseen legal queries. We also explore various Parameter Efficient Fine-Tuning (PEFT) methods to evaluate their
practicality within the context of information retrieval, shedding light on the effectiveness of different PEFT methods

across diverse configurations with pre-training and model architectures influencing the choice of PEFT method.
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1. Introduction

Legal professionals including lawyers, judges and
paralegals, often need to sift through voluminous
legal judgments that encompass crucial insights
for case law interpretations and judicial reasoning.
These judgments, often lengthy, contain nuanced
paragraphs holding the key to understanding legal
principles, precedents and arguments. Finding rel-
evant case law accounts for roughly 15 hours per
week for a lawyer (Lastres, 2015) or nearly 30% of
their annual working hours (Poje, 2014). Recent ad-
vances in NLP offer new possibilities to bridge this
gap by providing summaries of these documents
(e.g., Bhattacharya et al. 2019; Shukla et al. 2022
inter alia). Nonetheless, practitioners still face chal-
lenges in navigating these texts to uncover specific
paragraphs that address their queries. The current
manual approach is labor-intensive and susceptible
to overlooking essential details. Automating this
process of identifying paragraphs relevant to the
query streamlines legal research, allowing them to
access relevant information efficiently.

Finding relevant paragraphs to a query is a chal-
lenging task unlike traditional adhoc information
retrieval. Firstly, the legal domain is characterized
by a vast and intricate vocabulary, interwoven with
domain-specific jargon that can vary across differ-
ent legal jurisdictions. This linguistic complexity de-
mands an in-depth understanding of nuanced legal
concepts, posing a substantial challenge for auto-
mated systems. The variation in legal writing style
further compounds the challenge. Judgments may
employ different degrees of formalism and offer
varying levels of explicithess. These nuances can
lead to difficulties in discerning context and accu-

rately identifying relevant paragraphs that address
specific queries. Another key challenge stems from
the evolving nature of the legal case law. New legal
doctrines, precedents and interpretations contin-
ually emerge, leading to an ever evolving array
of legal concepts and principles. This dynamism
necessitates a flexible and adaptive approach to
comprehend new queries and determine relevance.

To investigate the ability of current retrieval mod-
els to identify relevant paragraphs, a high-quality
labeled dataset is imperative. However, creating
such datasets is resource-intensive, often necessi-
tating the involvement of legal experts to produce
queries and relevance labels. In this study, we
employ distant supervision to construct a dataset
tailored for the task of query-driven relevant para-
graph extraction from legal judgments by the Eu-
ropean Court of Human Rights (ECtHR) which ad-
dresses grievances by individuals against states
for alleged violations of rights outlined in the Eu-
ropean Convention of Human Rights. Our ap-
proach capitalizes on the case-law guides available
through the ECtHR’s Knowledge Sharing platform’.
We pose the case-law guide’s section headers as
queries, mirroring the legal concepts professionals
utilize when searching within ECtHR judgments.
We gather relevance signals by identifying the pin-
pointed citations to the paragraphs in the judgments
within these guides under each section. Further,
we meticulously design various splits to assess the
generalizability of systems towards new queries
(legal concepts), adapting to the evolution of law.?

"https://www.echr.coe.int/
knowledge—-sharing

2Qur dataset is made available at https: //github.
com/TUMLegalTech/ParagraphRetrievalECHR/
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As a second contribution, we assess the perfor-
mance of current retrieval models in a zero-shot
manner using our dataset and further establish
fine-tuning benchmarks employing diverse retrieval
techniques encompassing dense bi-encoder and
cross-encoder architectures. Our experiments re-
veal the drastic gap between fine-tuned and the
zero-shot performance. Furthermore, we inves-
tigate into the efficacy of fine-tuning a general
pre-trained model that was fine-tuned using other
retrieval datasets (such as BERT fine-tuned on
MSMARCO), comparing it against a legally pre-
trained model (such as LegalBERT) that remains
untouched by other retrieval datasets except ours.
This investigation revealed that legal pre-training
helps to handle distribution shift of the corpus, but
still lacks in handling the distribution shift towards
unseen queries.

While complete fine-tuning has shown better per-
formance, the trend towards larger models with bil-
lions or trillions of trainable parameters makes this
fine-tuning process resource-intensive and costly.
This spurred the exploration of Parameter Efficient
Fine-Tuning (PEFT) strategies which update only a
small number of extra parameters while keeping the
original pre-trained model parameters frozen. In
our study, we delve into this emerging area by eval-
uating representative methods of PEFT, namely
Adapter (Houlsby et al., 2019), prefix-tuning (Li and
Liang, 2021) and LoRA (Hu et al., 2021), within
the context of our paragraph retrieval dataset. This
investigation contributes to the ongoing discourse
regarding the practicality of adopting PEFT in the
realm of Information Retrieval (Pal et al., 2023; Tam
et al., 2022; Ma et al., 2022; Jung et al., 2022).
Our experiments demonstrate that PEFT methods
achieve comparable performance to full fine-tuning
on both seen and unseen queries, with the choice
of the best PEFT method contingent on configura-
tion such as general vs. legal pre-training and bi-
vs. cross-encoder settings.

2. Related Work

Legal IR Retrieving essential legal information is
integral to the workflow of lawyers, encompassing
tasks such as searching for legislation (adhoc
search or by providing a factual description to
identify the relevant statutes (Wang et al., 2018;
Paul et al., 2022)), similar prior cases (Rabelo
et al., 2022; Mandal et al., 2017), civil codes (Kim
et al., 2016, 2014), litigation documents such as
technology-assisted-review (Cormack et al., 2010),
patents (Piroi et al., 2013) and within law firm’s
internal support system (Moens, 2001). Our work
focuses specifically on legal case retrieval. Most of
the existing legal case law retrieval works primarily
aim to retrieve entire cases (Sansone and Sperli,

2022) based on different query granularities,
including whole cases (Rabelo et al., 2022; Ma
et al., 2021; Mandal et al., 2017) or specific legal
queries (Locke et al., 2017; Locke and Zuccon,
2018; Koniaris et al., 2016). In contrast, our
approach involves retrieving relevant paragraphs
at a finer granularity, providing practitioners with
a more targeted means of identifying essential
information. At the paragraph granularity level,
the legal case entailment task in COLIEE involves
identifying a paragraph from existing cases that
matches the decision of a new case (Rabelo
et al., 2022), but it employs the entire case as the
query, in contrast to the short queries used in our
work. This paragraph-level retrieval functionality
is integral to building legal Question Answering
(Khazaeli et al., 2021; Verma et al., 2020) and
Query-focused summarization systems.

Tasks on ECtHR Corpora Previous works
involving ECtHR corpus has dealt with judgement
prediction (Aletras et al., 2016; Chalkidis et al.,
2019, 2021; Santosh et al., 2022, 2023; Tyss
et al., 2023; Xu et al., 2023b), argument mining
(Mochales and Moens, 2008; Habernal et al.,
2023; Poudyal et al., 2019, 2020), vulnerability
detection (Xu et al., 2023a), event extraction (Filtz
et al., 2020; Navas-Loro and Rodriguez-Doncel,
2022). In this work, we capitalize on the case law
guides maintained by registry of ECtHR to derive a
query-driven relevant paragraph extraction dataset.
We offer this dataset to the research community to
facilitate advancements in area of Al-enabled tools
for legal practitioners.

Parameter Efficient Retrieval With sizes of pre-
trained language models soaring up (Brown et al.,
2020), full-parameter fine-tuning has become more
challenging, this has created an interest in PEFT
methods such as prompt tuning (Li and Liang,
2021; Lester et al., 2021; Liu et al., 2022), adapters
(Houlsby et al., 2019; Pfeiffer et al., 2021; Mahabadi
etal., 2021), additive methods (Hu et al., 2021; Guo
etal.,, 2021; Zhang et al., 2020) and hybrid methods
(Mao et al., 2022; Chen et al., 2022). Specifically
in IR, Ma et al. 2022 conducted a comprehensive
study of several PEFT methods for both the re-
trieval and re-ranking stages. Jung et al. 2022
has explored prefix-tuning and LoRA on bi-encoder
models. Tam et al. 2022 examined the effect of
these methods on in-domain, cross-domain and
cross-topic retrieval. Pal et al. 2023 studied the ef-
fect of adapters on sparse retrieval models contrary
to dense models. We contribute to this ongoing dis-
course using both bi- and cross-encoders using our
paragraph retrieval dataset on legal judgements.
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3. Task & Dataset

Our task of query-driven relevant paragraph extrac-
tion from legal judgements is defined as follows:
Given a query @ and a judgement document J
composed of n paragraphs Py = {p1,p2,...,0n},
the objective is to identify the subset of paragraphs
P} € P; which are relevant to the query.

3.1.

Judgements Collection We acquire ECtHR
judgements collection as an HTML data dump from
HUDOC 3, the publicly available database of the
ECtHR, along with their associated metadata. We
retain only the English documents based on their
metadata (Document Type: ‘HEJUD’). The parsing
of judgment into paragraphs posed challenges due
to inconsistent HTML structure, the presence of
sub-paragraph numbers within each paragraph
and the occurrence of spurious paragraph numbers
resulting from verbatim text copied from other
documents to cross-reference those paragraphs.
To address these issues, we devised a range of
hand-crafted heuristics to segment the judgment
documents into paragraphs. Each paragraph is
uniquely identified by its paragraph number at the
beginning, facilitating cross-referencing.

Dataset Creation

Queries and Paragraph Relevance Collection
We curate our query-paragraph relevance dataset
using case-law guides accessible on ECtHR
Knowledge Sharing Platform*. This platform,
maintained by the court’s registry, analyzes case
law development for each convention article (e.g.,
Article 4 - Prohibition of slavery and forced labor®)
and transversal themes (e.g., Data Protection®,
Rights of LGBTI persons’). It comprises 28 article
and 8 theme-related case law guides, updated
weekly, making them up-to-date with evolving case
law with every new judgement and our proposed
task can in turn assist registry in achieving this
goal of updating these guides regularly.

Obtaining queries The case law guides provide
the details of the key concepts involved under
each article/theme and discuss them in detail by
providing references to the relevant judgements.
The legal concepts involved under each arti-
cle/theme are structured in a hierarchical fashion,

Shttp://hudoc.echr.coe.int/
4https://www.echr.coe.int/
knowledge—-sharing
Shttps://ks.echr.coe.int/web/echr-ks/
article-4
Shttps://ks.echr.coe.int/web/echr-ks/
data—-protection
"https://ks.echr.coe.int/web/echr-ks/
rights—-of-lgbti-persons

with sub-concepts enumerated. A representative
index structure of a case law guide is illustrated in
Figure 1. For instance, this is a hierarchical path of
sections within the theme guide of Rights of LGBTI
persons — Freedom of expression and association
— Imposed silence and legal bans concerning
homosexuality. We can extract this hierarchical
structure by parsing the PDF case law guides’
structural information. To construct each query, we
combine these multiple concepts along the path
(from the article or theme title to the leaf node in the
PDF structure) by using a delimiter. This approach
generates queries that mirror lists of legal concepts,
akin to those sought after by legal practitioners
when searching in ECtHR judgments. These
queries/legal concepts could be used to index legal
analytics databases that inform litigation strategies.
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Figure 1: Query construction process from case
law guide. The above table of contents is obtained
from ‘Rights of LGBTI persons’ guide.

3. Imposed silence and legal bans concerning homosexuality

99. The Court has not ruled out that the silence imposed on applicants as regards their sexual
orientation, together with the consequent and constant need for vigilance, discretion and secrecy in
that respect with colleagues, friends and acquaintances as a result of the chilling effect of a policy in
place, could constitute an interference with freedom of expression. However, in Smith ond Grady
v. the United Kingdom, 1999, § 127, which concerned an absolute policy against homosexuals in the

Figure 2: lllustration of pin-pointed paragraph rele-
vance in case law guides.

Obtaining relevant paragraphs in Judgements
These case-law guides provide in-depth discus-
sions of each legal concept, offering pin-pointed
paragraph references to the judgements from the
ECtHR. An example of a legal concept description
from a case-law guide is depicted in Fig. 2, demon-
strating how relevant paragraphs are referenced
under each query. We gather all paragraph refer-
ences in a specific judgement under each legal con-
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cept and mark all of them as relevant corresponding
to the given query in that judgement. However, it’s
worth mentioning that all judgements are not ex-
haustively covered in the case-law guide unless
they contribute to the expansion or contraction of
existing case law. Taking this into account, we pair
queries with specific judgements referenced within
them, subsequently extracting relevant paragraphs
from these judgements. This contrasts with using
all the paragraphs from all the judgements as the
candidate set for identifying relevance. While our
proposed methodology could theoretically be ap-
plied to all judgements across the corpus, we opt to
restrict each query to the judgements specifically
referenced under it. This deliberate limitation aims
to ensure a high-quality evaluation setup, control-
ling false negatives.

We filter out those query-judgement pairs in
which reference to judgement is missing paragraph-
level reference. Finally, we map back judgements
in query-judgement pairs to our judgements collec-
tion, removing the ones which we could not map
back as some may refer to non-English documents
which have not considered in our collection.

3.2. Data Splits & Analysis

We eventually end up with 4109 query-judgement
pairs with 708 unique queries. The number of para-
graphs in Judgement range from 21 to 942 with
a mean of 102.78 (Fig. 3a) . The percentage of
relevant paragraphs in each query-judgement pair
range from 0.10% to 15% to the total number of
paragraphs in that judgement with a mean around
1.95%, depicted in Fig. 3b. The queries and para-
graph have a mean length of 36 and 135 tokens,
illustrated in Figures 3c and 3d respectively.

We partition the article/theme case law guides
into two distinct splits: one exclusively designated
for testing with 403 query-judgment pairs (111
unique queries) derived from these case law guides,
referred to as ‘Unseen article/themes’. This cre-
ates a rigorous unseen evaluation scenario, as-
sessing the model’'s performance on unfamiliar le-
gal concepts from themes and articles that were
not encountered during training. Queries originat-
ing from the other split are further divided into two
subsets, resulting in ‘Seen article/theme, Unseen
Query’ with 694 pairs (120 unique queries) and
‘Seen article/theme, Seen Query’ with 3012 pairs
(477 unique queries). The former, reserved for test-
ing, exposes the model to previously encountered
themes/articles, but with new queries. The latter
group is further divided into training (2230 pairs),
validation (302 pairs), and test (480 pairs) sets. The
test set within the ‘Seen article/theme, Seen Query’
category assesses the model’s comprehension of
familiar legal concepts on new judgments in the
test set.

4. Retrieval Models

We benchmark our task of identifying relevant
paragraphs from a legal judgement given a query
using the following models. We compute relevance
score for each paragraph in given judgement with
respect to the query and obtain the top-k most
relevant paragraphs with the highest scores.

BM25 (Robertson et al., 1995) is a bag-of- words
approach that estimates paragraph relevance to a
query by considering the presence of query terms
in the paragraph.

Bi-encoders employ separate encoders to encode
queries and paragraphs into low-dimensional rep-
resentations independently, leveraging neural ar-
chitectures to capture semantic relationship and
the final relevance score is computed using dot-
product between the representations of query and
paragraph obtained from encoder as rel(q,p) =
E,(q).E,(p) where E, and E, represent query and
paragraph encoder respectively. The training ob-
jective is to learn representations such that rele-
vant pairs of query and paragraphs will have higher
similarity than the irrelevant ones. To reduce the
training cost given there are lot of irrelevant para-
graphs, negative sampling has been employed. Let
{<qi,p{ pi1> - pi,>}i, bethe training data that
consists of m instances with each instance con-
sisting of one query ¢; and one relevant passage
p;, along with n irrelevant (negative) passages Di -
Note these negative paragraphs for a query are
sampled from the same document as positive. We
optimize negative log likelihood loss function as:

i exp(rel(¢i, p; )
L=—log eXp(rel(qm?))+Z?:1€Xp(7“el(q,p[_7))) M

Following Karpukhin et al. 2020, we consider neg-
atives chosen from the irrelevant paragraphs ran-
domly and the top paragraphs returned by BM25
which are not relevant to the query. We refer this
approach as Dense Passage Retrieval (DPR).

Recently, Xiong et al. 2020 proposed Approxi-
mate nearest neighbor Negative Contrastive Learn-
ing (ANCE) mechanism for dense retrieval. Instead
of random or static BM25 negatives, ANCE con-
structs negatives using the being-optimized dense
retrieval model. This helps to align the distribution
of negative samples based on the models’ training
dynamics. While the model undergoes updates
with each iteration, it would be expensive to up-
date the negatives for every batch based on the
updated model. Hence we asynchronously refresh
the negatives at every checkpoint to reduce the
computational cost to construct them.

These above methods follow a single-vector
paradigm where each query and each paragraph
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Figure 3: Data Analysis

is encoded into a single high-dimensional vector
which is used to calculate relevance using a dot
product. Khattab and Zaharia 2020 proposed
a late interaction method named contextualized
late interaction over BERT (ColBERT) where
queries and documents are encoded at a finer
granularity into multi-vector representations and
relevance is estimated using interactions between
these two sets of vectors. CoIBERT produces
an embedding for every token in the query and
the paragraph and computes relevance as the
sum of maximum similarities between each
query vector and all vectors in the document as
rel(q,p) = Ef\il max}’, Q:.D] where Qs a query
encoding matrix corresponding to N token vectors
and D denotes the paragraph encoding matrix
corresponding to M token vectors.

Cross-encoders concatenate both of them before
being provided to the model instead of encoding
query and paragraph separately. The relevance
score is directly computed by feed-forward net-
work using the combined representation of the both
(Yates etal., 2021) as rel(q, p) = f(Ey(q,p)) where
E4 represents a pre-trained model such as BERT
and f denotes a feed-forward network which takes
[CLS] representation as input to compute relevance
score and is trained end-to-end with binary cross
entropy loss. This allows for deeper interaction
between the query and paragraph but this effec-
tiveness comes with a cost on efficiency as it now
involves whole pass through the model for each
query paragraph pair, instead of being able to pre-
compute all the paragraph representations and use
the model once to obtain query representation to
calculate the relevance score as in bi-encoders.

5. Zero-shot & Fine-tune Experiments

Initially, we investigate the performance of retrieval
models in a zero-shot evaluation scenario, where
models trained on the MS MARCO paragraph rank-
ing dataset (Bajaj et al., 2016) - a large-scale adhoc
retrieval dataset derived from the Bing search log
containing 8.8 million passages and around 800K
queries for training, are directly evaluated on our
legal judgement paragraph ranking dataset. We

examine the following models: (i) DPR® (ii) ANCE®
(iii) ColBERT 1° (iv) Cross encoder'!. We also eval-
uate a legal-domain-specific encoder model, Legal-
BERT (Chalkidis et al., 2020) which is pre-trained
on diverse English legal texts encompassing leg-
islative content, court cases, and contracts using
cosine similarity between obtained [CLS] embed-
dings as relevance score. Notably, LegalBERT has
been exposed to case law from ECtHR.
Subsequently, we fine-tune these models on
the training split of our legal judgment paragraph
extraction dataset. We create two variants of each
model, with distinct initializations: (i) model already
fine-tuned on MSMARCO (models used in the
zero-shot evaluation) and (ii) LegalBERT.

Implementation Details For DPR, we use mix
of negatives from BM25 and random in ratio
of 4:1 and train with total of 5 negatives per
query-positive pair. For ANCE, we use same
number of negatives derived from model. While
for COLBERT and cross encoders, we use
seven negatives samples for every positive query,
where 4 are sampled randomly and 3 are from
BM25 negatives. We sweep over learning rates
{le—5,3¢ —5,5e —5,1le —4,3e — 4} and the model
is trained end-to-end for 5 epochs with Adam
optimizer (Kingma and Ba, 2014) and we select
the best model based on the performance on the
validation set.

Metrics We evaluate the performance using Re-
call@k% (R@K%). Recall@k% measures the pro-
portion of relevant paragraphs in the top-k% of
the total paragraphs in the judgement and we re-
port mean across all instances. We report for
k ={2,5,10}. We use the k as percentage instead
of absolute value to account for varying number of

8https://huggingface.co/facebook/
dpr—gquestion_encoder—-multiset-base
Shttps://huggingface.
co/sentence-transformers/
msmarco—-roberta-base—ance—-firstp
https://github.com/
stanford-futuredata/ColBERT
11https://huggingface.co/cross—encoder/
ms-marco-MinilM-L-12-v2
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paragraphs across different judgements. Higher
recall scores indicate better performance.

5.1.

We report the results of both the zero-shot and the
fine-tuning experiments in Table 1.

Zero-shot: We observe neural models demon-
strate better performance across all the splits
compared to BM25, bridging the lexical gap issue.
ANCE displays slightly better performance than
DPR demonstrating effectiveness of its dynamic
negative sampling. COLBERT demonstrates
superior performance across all variants, with a
larger margin. This can be owed to its multi-vector
representations at the granularity of each token
and its training with distillation loss from re-ranker
models. We notice cross encoder are comparable
to other dense models except to COLBERT, due
to its ability to act better in re-ranking stage rather
than retrieval stage. The performance order of
these models is consistent with the out-of-domain
zero-shot results on BEIR leaderboard'? (Thakur
et al., 2021). Surprisingly, LegalBERT performs
comparably similar or less than BM25 and signifi-
cantly below retrieval fine-tuned general models,
contrary to what one might expect that legal
pre-training would mitigate distribution shift on the
corpus side to capture relevance. This points out
general masked language model objective can not
effectively translate to capture relevance in retrieval
settings and calls for investigation of pre-training
objectives suitable for retrieval such as inverse
cloze task (Lee et al., 2019), masking salient
spans (Singh et al., 2021) to handle phrase level
query matching and contrastive based pre-training
(Izacard et al., 2022).

Results

Zero-shot vs Fine-tune: All the fine-tuning models
(both MSMARCO and LegalBERT initialized ones)
substantially improve over zero-shot variants in all
the three splits. This difference highlights the need
for future research to improve the generalization
ability of current IR models to domains without any
relevance label by handling distribution shifts from
both the query and corpus side.

Fine-tune: Despite COLBERT demonstrating a
better zero-shot performance, cross encoders
performed better with fine-tuning due to their
deep interactions through concatenations, but
that comes at a cost of efficiency to compute joint
representation. Among bi-encoders, COLBERT
perform well compared to ANCE followed by DPR
due to its late interaction using multiple vector
representations. The difference between them

"2https://github.com/beir-cellar/beir/
wiki/Leaderboard

gets closer with fine-tuning on the ‘Seen Atrticle,
Seen Query’ split, adapting the model to those
specific queries. Across the other splits, we notice
fine-tuning in general brings improvement over the
zero-shot. However, the difference of improvement
decreases with ‘Seen Article, Unseen Query’
setting which further decreases with ‘Unseen
article’ setting. This highlights the need of effective
strategies for domain adaptation with minimal
labeled domain data without getting overfitted to
those specific seen queries and handle distribution
shift on query side.

MSMARCO vs Legal Across all the four models,
we observe LegalBERT initialization outperforms
MSMARCO variant, despite the opposite trend in
zero-shot performance. This is more noticeable in
unseen splits, where the legal pre-training helps the
model in grasping context from the under specified
queries compared to general pre-trained model with
exposure to general factual-based QA instances.
To unveil this capability of LegalBERT in zero-shot
setup, itis crucial to design a pre-training objectives
closely related to the retrieval task, as discussed
before, to address the task shift.

This meticulous design of three different splits,
coupled with these results highlight that this dataset
can serve as a testbed to study how to adapt these
IR models to the distribution shifts between the
source training task (such as MS MARCO) and the
target tasks (such as ours) in zero-shot setup and
also with minimal labeled data with some specific
queries.

6. Parameter-Efficient Retrieval

PEFT aims to tune only a small portion of parame-
ters rather than the full parameters as in traditional
fine-tuning. PEFT approaches fall into three
primary categories: Parameter Composition, Input
Composition, and Function Composition (Ruder
et al., 2022). Given a neural network fy : X — Y,
it is decomposed into a sequence of functions
fo = fo, ® fo, ©...fq,, Where 01,0,,.... 0, repre-
sent parameters which are held constant in PEFT
and a module with parameters ¢ is introduced,
which are updated during training to modify the it"
sub-function as follows: Parameter composition
involves interpolating models’ parameter with new
parameters as f/(z) = fo,00(z). Input Composi-
tion augments a model’s input with a learnable
parameter vector as f/(z) = fo,([x,¢]) Function
composition augments a model’s functions with
new task-specific functions as f/(z) = fo, © fy(z).
We pick one representative method from each
category and study their performance on our
retrieval task.
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Seen Article Seen Article .
Unseen Article
Seen Query Unseen Query

2% 5% 10% | 2% 5% 10% | 2% 5% 10%
BM25 0.07 0.17 0.29 | 0.09 0.23 0.37 | 0.10 0.25 0.40
DPR 0.11 022 033 |0.14 0.26 042 | 0.14 0.30 0.47
Zero | ANCE 0.12 023 0.34 | 0.16 0.28 0.44 | 0.17 0.34 0.48
shot | COLBERT 0.16 0.32 0.47 | 0.17 0.34 0.51 | 024 041 0.56
CrossEncoder 0.08 0.20 0.35|0.15 0.28 0.42|0.20 0.36 0.50
LegalBERT 0.06 0.16 0.32 | 0.09 0.23 0.37 | 0.08 0.21 0.36
DPR MSMARCO | 0.21 0.41 060 | 0.22 0.40 060 | 025 0.45 0.64
Legal 0.28 047 0.65| 024 046 0.67 | 0.29 0.50 0.68
ANCE MSMARCO | 0.22 0.43 062 | 0.24 0.41 061 | 026 0.46 0.66
Fine Legal 0.28 048 0.67 | 0.24 047 0.68 | 0.26 0.51 0.69
tune COLBERT MSMARCO | 0.25 045 064 | 027 046 066 | 025 0.49 0.69
Legal 029 049 0.69 | 0.29 049 0.69 | 0.27 0.51 0.70
Cross MSMARCO | 0.26 0.48 0.69 | 0.30 0.50 0.71 | 0.31 0.51 0.70
Encoder Legal 0.30 0.50 0.70 | 0.31 054 0.72 | 0.32 0.57 0.74

Table 1: Results of various systems on our Query-driven Paragraph retrieval task. For zero-shot settings,
all these splits are unseen, as they are not fine-tuned on any task related data.

Adapters (Houlsby et al., 2019) fall under the cate-
gory of function composition where we inject two
small modules between the self-attention sub-layer
and the feed forward sub-layer inside each layer
of transformer sequentially. The adapter module
consists of a down-projection, an up-projection and
a nonlinear function between them with a residual
connection across each module.

Adapter(h) = h+ W]

up

where Wypyn € RPridaenxDmia and W,, €
RPmiaxDPriaden D . denote the bottleneck dimen-
sion and ¢ is a nonlinear RELU activation function.

Wiown) ()

Prefix-Tuning (Li and Liang, 2021) falls under the
category of input-composition where we prepend
a fixed number of trainable vectors to the input
of multi-head attention in each Transformer layer,
which the original tokens can attend to as if they
were virtual tokens. Specifically two prefix matrices
Py and Py, € RLxPriaden gre prepended to K and
V where L denotes prefix length.

h = Attention(Q, [P, k|, [Py, v]) (3)

LoRA (Hu et al., 2021) Low-Rank Adaptation falls
under the category of parameter-composition, in-
troduces trainable low-rank matrices and com-
bines them with the original matrices in the multi-
head attention. Specifically, it learns two low-
rank matrices Wy, € RPniddenxDmia and W, €
RDPmiaxDriaden for each of the query and value pro-
jections along with their original matrix Wy and
Wy € RDniadenxDniaaen Taking W, as example:

Q= (Wg+aWLWI ., hin (4)

where « is a tunable hyper-parameter. Once after
the training is complete, we can sum up these

additional LoRA weights to the original weights,
thus making the inference overhead to zero.

7. PEFT Experiments

We investigate the effect of PEFT by applying
each method separately on bi-encoder and cross-
encoder, using MSMARCO and LegalBERT initial-
izations. Among bi-encoders, we choose COL-
BERT due to its better performance in full fine-
training. We report Recall@k% for k = {2,5,10} in
Table 2.

Implementation Details We use the AdapterHub
library'® for implementing PEFT methods. For
Prefix-tuning, we use prefix lengths of 10, 15 and 30.
For Bottleneck adapters, we used reduction factors
of 8, 16, and 32. In case of LoRA, we use configu-
ration of rank and alpha in {8,16}. We sweep over
learning rates {le — 5,3e — 5,5¢ — 5,1le — 4,3e — 4}
select the best model based on the performance on
the validation set. We train the model for 15 epochs
with Adam optimizer (Kingma and Ba, 2014).

7.1. Results

CrossEncoder (MSMARCO): We observe all the
PEFT methods under perform than full fine-tuning
across all the splits. Among them, LORA underper-
forms consistently across all the splits, while prefix
tuning is better among them. However, Adapter
takes the lead in ‘unseen article’ split and this can
be attributed to better generalization capability
derived through adding new functional composition
rather than additional input tokens in case of pre-

13https ://docs.adapterhub.ml
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% Seen Article Seen Article U \
o nseen Article
train Seen Query Unseen Query
2% 5% 10% | 2% 5% 10% | 2% 5% 10%
Cross Full 100 | 0.26 0.48 0.69 | 0.30 0.50 0.71 | 0.31 0.51 0.70
Encoder Adapter 16 | 025 045 0.63 |0.28 0.47 0.67 | 030 050 0.68
MSMARCO Pre. Tun. | 05 | 027 048 065|031 051 0.69 | 0.28 0.47 0.66
LORA 05 | 024 042 060 | 026 045 0.64 | 0.26 0.46 0.63
Cross Full 100 | 0.30 050 0.70 | 0.31 054 0.72 | 0.32 0.57 0.74
Encoder Adapter 1.3 [ 030 052 0.71 | 028 0.49 0.68 | 0.26 0.48 0.70
Legal Pre. Tun. | 0.8 | 0.30 0.52 0.71 | 0.29 048 0.68 | 0.27 0.49 0.70
LORA 09 | 029 051 0.70 | 0.28 0.48 0.69 | 0.27 0.49 0.70
Full 100 | 0.25 045 0.64 | 027 046 066 | 0.29 0.49 0.69
COLBERT | Adapter 16 | 022 041 0.60 | 024 043 062|024 043 0.62
MSMARCO | Pre. Tun. | 0.5 | 0.19 0.39 058 | 0.21 040 059 | 0.20 0.39 0.60
LORA 05 | 021 041 060|024 042 062|024 0.43 0.62
Full 100 | 0.28 0.48 0.67 | 0.24 047 068 | 0.26 0.51 0.69
COLBERT | Adapter 16 | 026 046 064 | 025 0.46 0.67 | 0.23 0.46 0.64
Legal Pre. Tun. | 0.5 | 0.20 0.40 0.61 | 0.21 041 061|019 040 0.57
LORA 05 | 026 046 063|024 046 066 | 0.24 0.46 0.63

Table 2: Comparison between full fine-tuning and various parameter-efficient tuning methods.

fix tuning, which may to overfit on seen article splits.

CrossEncoder (Legal): We observe all the PEFT
methods comparable to each other across all the
splits, which can be attributed to domain-specific
legal knowledge from base model. On the ‘seen
query’ split, they even surpass the full fine-tuning,
demonstrating that with fine-tuning ~1% of the
original model parameters, they can achieve
comparable performance to the full fine-tuning
baseline, makes them to adopt easily in low-
compute settings. However, these methods fall
back on generalizability, compared to full-tuning,
opening up potential directions to tackle in future,
how to augment these PEFT methods to handle
these distribution shifts to perform effectively on
unseen settings.

COLBERT (MSMARCO): PEFT methods under-
perform compared to full fine-tuning. Among them,
Prefix Tuning turns out to be lowest performer
and rest of them are comparable to each other,
across all the splits consistently. This can be
attributed to the short queries in our case. COL-
BERT (bi-encoder) models encode queries and
paragraphs separately, and for shorter queries,
they struggle to extract meaningful contextual
information using BERT alone. Prefix Tuning,
in particular, fails to enhance this contextual
information just by adding additional parameters
in the input compared to others which can handle
the representation embeddings through function or
parameter composition.

COLBERT (Legal): We observe similar to the
COLBERT(MSMACRO), prefix tuning underper-

forming compared to rest of the methods.

Cross encoder vs COLBERT: While prefix tuning
turned out to be a better PEFT method in cross
encoder setting (especially in MSMARCO), it
turned out to be lowest in bi-encoder, COLBERT,
encouraging further studies to develop model
agnostic PEFT methods and analyze the interplay
between architecture and the PEFT method.

MSMARCO vs Legal: Overall, legal pre-training
helped to account for distribution shift for corpus,
demonstrating better results. This coupled with
cross-encoder deep interactions, demonstrated pa-
rameter efficiency when fine-tuning. Moreover, Le-
gal oriented models witness only a small decline
with sparse fine-tuning from full fine-tuning in com-
parison to MSMARCO variants.

Overall, we empirically demonstrate that PEFT
methods can achieve comparable performance to
full-parameter fine-tuning not only in seen query
setting but also in challenging unseen settings and
motivate further work to bridge the existing gap
between them, making them more adaptable in low
data and compute resource settings.

8. Conclusion

We present an empirical study focused on the task
of extracting relevant paragraphs from legal judg-
ments based on the query. We rigorously curate a
dataset for this task from ECtHR jurisdiction, lever-
aging the case-law guides produced by the court’s
registry. We assess the current retrieval models
on this task in a zero-shot way to emphasize the
need of retrieval specific pre-training objectives.
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We further fine-tune several models encompassing
bi- and cross-encoders for this task. We evaluate
the generalizability of different fine-tuning models
when faced with unseen concepts or queries to
illustrate how legal pre-training can effectively ad-
dress distribution shifts on the corpus side but still
faces challenges in adapting to shift on the query
side. In addition, we demonstrate the efficacy of
different PEFT methods on these retrieval methods
shedding light on their intricate effects concerning
legal pre-training, bi-encoder, and cross-encoder
models. Our findings reveal that there is no one-
size-fits-all PEFT method that performs well across
all settings. We hope that both our dataset and
the fine-tuned models will be useful to the research
community working in the space of legal informa-
tion retrieval.

9. Limitations

In this study, we treat each paragraph as an inde-
pendent unit during the training of neural models.
However, it's important to note that paragraphs are
not entirely independent; they often constitute small
excerpts from longer documents, and their con-
tent may not always provide a comprehensive esti-
mate of their relevance. To be more precise, some
paragraphs draw context not just from other para-
graphs within the same document but also from
other documents, as evident through citations and
cross-references to other judgments or texts within
each paragraph. In the future, harnessing this inter-
paragraph and cross-document contextual signal
could lead to a more enriched understanding of
each paragraph’s relevance.

Furthermore, this practice of segmenting docu-
ments into smaller chunks is common in retrieval
tasks, where documents are broken down into
shorter lengths for indexing in retrieval systems.
This may lead to losing some of their context in the
process. It's worth noting that this chunking effect
could be more pronounced in our task compared
to more fact-focused general retrieval tasks. As a
result, future research should explore methods to
effectively capture contextual information from the
sequential nature of paragraphs within documents
and develop discourse-aware representations.

Most retriever systems follow a two-stage
pipeline approach, where a pre-fetcher first aims
to return all relevant ones followed by a re-ranker
which attempts to make more relevant ones appear
before less relevant ones. In this work, we explicitly
focused our experiments on the pre-fetcher com-
ponent leaving the second component for future
work.

A specific challenge with respect to PEFT meth-
ods are that they converge slower and relatively
more sensitive to hyper-parameters such as learn-

ing rate than full fine-tuning. We do observe same
characteristics during our work and have to bypass
the problem by training for more epochs and exper-
imenting with different hyper-parameters. It is thus
imperative to analyse them more theoretically and
design more robust and stable training strategies
for PEFT methods in the future.

Additionally, while our findings of the relevant
paragraph retrieval experiments are specific to the
ECtHR domain and datasets, comparable exper-
iments in other domains will see variation based
on the nature of the legal concepts and the legal
documents. Nevertheless, all derivation of insights
from legal case data comes with jurisdiction-related
limitations.

10. Ethics Statement

With the release of our data as a public resource,
we do not foresee any ethical concerns in a repur-
posed and bundled release of this dataset as both
the judgements data and the caselaw guides are
already available through the HUDOC and ECHR
KS platform respectively and it complies with the
ECtHR data policy. These decisions, although not
anonymized, include the real names of individuals
involved. However, our work does not engage with
the data in a way that we consider harmful beyond
this availability. We believe that this work can foster
further research in this data scarce legal NLP field,
to build assistive technology for legal professionals.
We are conscious by employing pre-trained lan-
guage models, we inherit the biases they may have
acquired from their training corpus and need to be
further scrutinized of any biases that may arise and
is crucial to ensure that the systems developed are
fair.
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