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Abstract

Abstractive summarization models learned with maximum likelihood estimation (MLE) have long been guilty of
generating unfaithful facts alongside ambiguous focus. Improved paradigm under the guidance of reference-identified
words, i.e., guided summarization, has exhibited remarkable advantages in overcoming this problem. However, it
suffers limited real applications since the prophetic guidance is practically agnostic at inference. In this paper, we
introduce a novel teacher-student framework, which learns a regular summarization model to mimic the behavior of
being guided by prophecy for boosting abstractive summaries. Specifically, by training in probability spaces to follow
and distinguish a guided teacher model, a student model learns the key to generating teacher-like quality summaries
without any guidance. We refer to this process as prophecy distillation, and it breaks the limitations of both standard
and guided summarization. Through extensive experiments, we show that our method achieves new or matched
state-of-the-art on four well-known datasets, including ROUGE scores, faithfulness, and saliency awareness. Human
evaluations are also carried out to evidence these merits. Furthermore, we conduct empirical studies to analyze how

the hyperparameters setting and the guidance choice affect TPG performance.
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1. Introduction

Abstractive summarization is a fundamental task
of natural language processing (NLP) that aims to
rewrite a given document into a short summary,
only preserving its essential information and mean-
ing (Peyrard, 2019; Liu and Lapata, 2019; Li et al.,
2018b). Following universal text-to-text generation,
advanced summarization systems typically train
an encoder-decoder model with maximum likeli-
hood estimation (MLE) to predict gold reference. Al-
though easy to follow, this generic technology gives
up any task-specific bias during learning, causing
the model-generated summaries to deviate from hu-
man focus, and on the other hand, tend to contain
notorious hallucinations (Tang et al., 2022; Wang
et al., 2022).

To address these problems, many studies argued
that summaries should be logically entailed in the
source document to reach faithful summarization.
They either introduce auxiliary tasks defined on ex-
ternal datasets, such as entailment recognition (Li
et al., 2018a) and entailment generation (Pasunuru
et al., 2017), or directly learn a model to maximize
logical entailment rewards (Pasunuru and Bansal,
2018; Roit et al., 2023). Yet, it hurts model per-
formance when measured by the commonly used
metrics (Dreyer et al., 2023), i.e., ROUGE (Lin,
2004). Guided summarization (Dou et al., 2021) (a
variant paradigm of controllable summarization (He
etal., 2022; Fan et al., 2018) see Section 2) instead
constrains the summary to stick with the human in-

1 Equal contributions in this work.
* Corresponding author.

terest by feeding a model reference-identified guid-
ance words (i.e., prophecy). Compared with the
entailment-aware approaches, guided summariza-
tion relies on no extra data or annotations while
showing empirical effectiveness in generating faith-
ful and human-like summaries. However, its practi-
cal advantages are heavily limited due to discrep-
ancies between training and inference.

On the one hand, existing guided summariza-
tion methods learn with the standard MLE, which
requires a teacher-forcing algorithm (Goyal et al.,
2016) to ensure stability. Consequently, the model
generates subsequent texts based on the accu-
rate pre-texts during training while based on their
preceding outputs at inference, resulting in expo-
sure bias (Bengio et al., 2015; Goodman et al.,
2020). Furthermore, the prophetic guidance (such
as keywords or highlighted sentences) is identi-
fied based on the gold reference during training
and is therefore agnostic in the inference stage.
State-of-the-art (SOTA) methods additionally train
a BERT-based model (Liu et al., 2019) to predict
this absence, yet leading to significant performance
deterioration (Dou et al., 2021; He et al., 2022).

The above limitations motivate us to develop a
model that mimics the behavior of being guided by
prophecy (actually not) to boost abstractive sum-
maries, where holistic learning technologies (Liu
et al., 2022; Xie et al., 2023) are also used to avoid
exposure bias. In this paper, we embed the idea
of prophecy-guiding into a novel teacher-student
learning framework - TPG (transferring prophetic
guidance to abstractive summarization). Taking
salient textual spans as guidance, TPG first learns
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Document: Billy Jones has joined Sunderland on a free transfer after rejecting a new contract from West Bromwich Albion. The

right-back, 27, was offered a three-year deal at the Hawthorns but has opted for the extra year tabled by the north-east club. Jones

has been one of West Brom’s most consistent performers since signing in 2011 even though he only played 22 games last season
due to injury. Deal: Billy Jones has joined Sunderland on a free transfer after rejecting a new contract from West BromLooking out for
his future: The defender was offered a four-year deal at the Stadium of Light. He said: ‘I'm really happy to be here and I’'m looking
forward to getting back for pre-season and kicking on.” West Brom had been in negotiations with Jones since October and offered
‘vastly-improved terms’ but will now turn their attentions to other right-backs. Director of Football Administration, Richard Garlick, said:

‘We’re obviously disappointed by Billy’s decision but wish him well in his future career. ‘With there being no guarantees that Billy would
re-sign, we have been preparing for this scenario and will pursue the options we have been exploring in the right-back position.

Guidance: Jones [SEP] three-year deal at the Hawthorns [SEP] signing [SEP] defender was offered

/nput: Jones [SEP] three-year deal at the Hawthorns [SEP] sighing [SEP] defender was offered [SEP] (Document)

Summary: Defender was offered three-year deal at the Hawthorns. Jones becomes Gus Poyet’s first signing of the summer.

Table 1: A case of guided summarization. (Document) refers to the content of the document text. The
document-summary pair is sampled from the CNN/DM training set. Salient spans are highlighted with

yellow or bold.

a teacher model following SOTA controllable sum-
marization (He et al., 2022). A student model in
the regular setting is then learned to align with the
teacher regarding token distributions and summary-
level probability masses. To this end, we introduce
contrastive summary-level knowledge distillation
(KD) learning apart from the traditional token-level
one (Hinton et al., 2015), where the teacher’s out-
put and gold reference individually serve as the
soft and hard criteria to build contrastive objectives.
In this way, the student learns from dual levels
to distinguish and trace the effects of prophecy,
thereby adaptively perceiving the keys for gen-
erating teacher-like summaries without requiring
guidance. Simultaneously, the defective MLE with
teacher-forcing is bypassed.

It is worth noting that our method is very distinct
from guided summarization. Consider the latter
refers to a specific summarization paradigm that
features the additional input of prophetic clues. By
contrast, TPG is a learning framework that enforces
a regular summarization model without guidance to
simulate the guided behavior. Furthermore, ideal
guided summarization models are unreachable in
practice, but the model learned with TPG is the
opposite. We summarize the main contributions of
this work as follows:

« As far as we know, we are the first to learn a
model to capture the knowledge in prophetic
guidance, which we call prophecy distillation.

» We perform prophecy distillation with a novel
teacher-student learning framework to boost
abstractive summarization.

» Extensive experiments are conducted on four
well-known benchmarks to test our learned
models, including TPG teacher and student.
Results show that the TPG teacher outper-
forms previous guided models, and it con-
tributes to the student’s superiority in generat-

ing high-quality summaries, which is reflected
as the new or matched SOTA on multiple rep-
resentative metrics among lexical overlap, se-
mantic similarity, faithfulness, etc. We further
carry out human evaluations and get evidence
supporting these observations’.

2. Preliminary

Controllable Summarization. Abstractive sum-
marization commonly treats it as a sequence-to-
sequence task to model the probability of gener-
ating the reference summary Y = (y1,v2,- -+, yjv|)
given a source document X = (1,22, -+ ,Z|x),
i.e., P(Y|X), where z; (y:) is a token. Different from
that, controllable summarization models the condi-
tional probability P(Y|X, G), where G is guidance
typically instantiated as artificial codes used to con-
trol the summary attributes, including length (Liu
et al., 2018; Kikuchi et al., 2016), entities (Zhang
et al., 2022a), and styles (Fan et al., 2018).

Guided Summarization. The latest studies
(Dou et al., 2021; He et al., 2022) are interested in
controlling a model with reference-related keywords
or highlighted sentences to close the gap between
the generated summaries and human-written ref-
erences. Since the content of signal G converts
from control codes to prophetic phrases, Dou et al.
(2021) named this line of methods guided summa-
rization to distinguish with the original. However,
although it shows unprecedented advantages in
artificial experiments, the guidance must be iden-
tified through an oracle, which is agnostic during
inference, causing guided summarization sound in
theory while weak in practice.

In this paper, we make a compromise between
the semantic-less keywords and tedious highlighted

'Our codes will be soon available at https://
github.com/jaxdan23/TPG
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Figure 1: The illustration of teacher learning.

sentences and set the guidance as salient spans of
a source document that can be retrieved in the ref-
erence summary. To pick out such spans, we split
the source document into short sentences accord-
ing to punctuation, and then identify the common
continuous sub-sequences (CCS) between each
sentence and the reference summary using a dy-
namic programming algorithm (DP). After that, we
remove the stop words and greedily select a set of
informative sub-sequences that achieves the maxi-
mum ROUGE score with the reference. We refer
to each retained sub-sequence as a textual span,
and this overall procedure is a so-called oracle,
detailed in Algorithm 1.

To incorporate the guidance into a system with-
out introducing additional modules, we connect the
extracted spans with a [SEP] token and follow (He
et al., 2022), prepend it to the source document.
A case of our implementation is demonstrated in
Table 1 for clear understanding.

Algorithm 1 DP Algorithm for Getting CCS

Input: Strings X = {21, 22, - ,zm}andy = {y1,¥2, - ,Yn}
Output: Common continuous sub-sequences set s of x and y
1:s={}, M=0(ni1)x(nt1)

2:fori <« 1,m+ 1do

3: forj« 1,n+1do
4: ifrx;_1 ==y;_1 then
5: Mij =M;_15-1+1
6: else
7: M;; =0
8: end if
9.  end for
10: end for
11:i=m
12: while : > 0 do
13: k = max(M;1,M;2, -+ ,M;y,)
14:  ifx;_p., ¢ sthen
15: S:SU{I}i_k:i}
16: endif
17 i=i-1
18: end while
19: return s
3. Method

Our TPG is a teacher-student learning framework,
where the teacher model acts as an intermedia
to learn a robust student. We start the teacher
and student with an identical pre-trained language
model, namely baseline so that no architectural

differences lie between them. However, the two
models have distinct input streams and learning
objectives, which we will describe in this section.

3.1.

The teacher in TPG is a guided summarization
model parameterized by 6. As Figure 1 shows, we
train it with maximum likelihood estimation (MLE)-
based teacher forcing, which aims to minimize the
following negative log-likelihood (NLL) loss:

Teacher Model

Y|
Ln(0) == 10gPy (y: | y<. X, G). (1)
t

Many studies (Liu et al., 2022; Zhao et al., 2022)
pointed out that such a trained model is biased be-
cause it ideally assigns the probability 1 to the gold
reference while the probability 0 to any other possi-
ble candidate, causing a lack of relative information
among candidates. When it comes to inference,
the performance degrades a lot. To address this
problem, we follow previous works and adopt la-
bel smoothing (Maller et al., 2019), which loosens
the NLL loss function to the following cross-entropy
(CE) loss:

[Y]
Lee(0) = — ZZ P(y')1ogPo (y' | y<i, X, G) o
5 L—vy =w
P(y){u—v)/w,y/m

where P(y/) is a soft label distribution, v € (0,1) is
a coefficient to control the gap between the gold
token and other tokens, and N is the size of the
vocabulary.

Artificial experiments (see Section 4) show that
the learned TPG teacher has absolute superiority
in improving summarization performance. How-
ever, the ideal guidance introduced in Section 2 is
practically unreachable at inference. We thus learn
further a student model to break this limitation.

3.2. Student Model

The TPG student, with parameters ¢, is a stan-
dard abstractive summarization model typically
learned towards the MLE objective mentioned in
Section 3.1. Let y; be the token generated at step ¢,
it predicts the token distribution P (- | y<¢, X) dur-
ing training while Py (- | y_,, X) during inference,
thus causing the train-inference discrepancy - expo-
sure bias. Recent methods (Liu et al., 2022; Zhao
et al., 2022; Zhang et al., 2022b; Xie et al., 2023)
add holistic objectives in addition to the token-level
MLE, which effectively addresses this problem. It
inspires us to involve a similar technology in learn-
ing the student model. Concretely, we introduce
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dual-level knowledge distillation (KD) based train-
ing as described below. We also call this method
"prophecy distillation” in the following text, which
means distilling prophetic guidance from a guided
model to distinguish it from the traditional KD ap-
proaches that aim to distill knowledge from a large
neural model.

3.2.1. Token-level Distillation

The only purpose of token-level prophecy distilla-
tion is to align the student and teacher behaviors
in predicting a token. For this reason, this process
follows the traditional knowledge distillation (Hinton
et al., 2015; Kim and Rush, 2016) setting. As de-
scribed in Figure 2, the smoothed teacher-output
and gold reference are individual as the soft and
hard label distributions in supervised learning, and
a balance factor ¢ € (0, 1) is introduced to mix the
two parts of corresponding losses:

Lo(9) = €L, + (1 - LS, 3)
where the loss over the hard label follows NLL:

lyl
L0 = =3"10gPy (e | <. X),  (4)

t=1
and over the soft label follows CE:

lyl
L% = =33 "ph (y) logpl, (y)
t=1 vy’
c e90 (¥ ly<,X,G) /T
Py (') = > €90 (Urly<i,X,.G) /T
e9¢ (¥ ly<e,X) /T

t AN
Py (y ) - Zyk 96 (Urly<e,X)/T

where y;. represents any token in the vocabulary,
g(+) denotes a non-normalized likelihood distribu-
tion, i.e., logit, and T > 1 is the so-called tempera-
ture coefficient. By training with a relatively small &,
the token distribution produced by the student will
be close to that of the teacher, which contributes to
generating quality summaries while bypassing the
prophetic guidance.

(1=8Lost + ELhara
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Figure 2: Token-level knowledge distillation.
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Figure 3: Summary-level prophecy distillation.

3.2.2. Summary-level Distillation

We conduct summary-level distillation learning for
dual purposes, as the solely token-level one is not
guaranteed for the student to generate summaries
holistically resemble the teacher, and it also con-
tributes little to overcoming exposure bias.

As demonstrated in Figure 3a, with the refer-
ence as a hard criterion, we follow (Liu et al., 2022)
and request the student to assign probability mass
to candidate summaries according to their quality.
Given a document X in training set, we first sample
n candidate summaries Y1, Yo, - -- , Y, from the stu-
dent outputs using diverse beam search (Vijayaku-
mar et al., 2016). Then, we arrange these candi-
dates in descending order based on their ROUGE
score w.r.t the reference Y and define the following
list-wise ranking loss:

£y =575 " max (0, £ (Y,) — £ (Yi) + \ij) (6)
i j>i

where \;; = (j — i) - A, A is a hyperparameter, and
f () refers to the length-regularized log-probability:

_ Zl‘fﬂl log Py (y: | y<t, X)

7
\ 0

f(Y)

where « is a hyperparameter for length penalty.
Now that £, has been proven effective in alle-
viating exposure bias, we additionally expect the
student model to assign larger probability masses
to the teacher-generated candidates (viewed as
a soft criterion) than to other ones being gener-
ated without the guidance of prophecy. Inspired
by (Xie et al., 2023), we sample n positive candi-
dates Y{,Y5,---,Y; from the teacher outputs and
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an equal number of negative ones Y, Y5, -+, Y,
from a trained regular summarizer (i.e., the base-
line), and we introduce the following contrastive
loss function:

Poos = M Py =3 FY)

£18) —tog (1 + cPres-sre)

where w; is a weight whose value is positively re-
lated to the quality of Y;". Figure 3b provides a
graphical illustration of this objective. Since the
baseline only differs with the teacher for lack of
guidance, we train the student with £ ., to dis-
tinguish the guidance effects. Further, once the
student assigns relatively high probability masses
to the teacher-generated candidates, it tends to
generate teacher-like summaries, which voids the
need for additional guidance.

Finally, we follow the format of conventional
knowledge distillation, combining the two types of
contrastive losses with another balance factor ¢,
ie., Ln(9) = (LI, + (1 - ¢)LMS). The overall
training loss for the student is then:

L(¢) = Li(¢) + BLL(D). 9)
# Samples # Avg. Words
Dataset ‘ Train Valid Test ‘ Doc. Sum.
CNN/DM 287,227 13,368 11,490 791.6 55.6
XSum 204,045 11,332 11,334 429.2 23.3
NYT 589,284 32,736 32,739 800.0 35.6
SAMSum 14,732 818 819 97.2 21.0

Table 2: Datasets Statistics. # counts the number
of samples or words in a dataset. Avg.: average.
Doc.: document. Sum.: summary.

Dataset ¥ B 13 T A @ ¢ w

Otherst 02 10 05 20 0001 20 03 20
XSum 02 10 05 20 0.1 06 09 20

Table 3: Hyperparameter settings. Otherst mean
the other three datasets except XSum.

4. Experiments

4.1. Datasets

CNN/DM (Hermann et al., 2015; Nallapati et al.,
2016) is the most widely used dataset, which takes
the summarization as news articles while sum-
maries as associated highlights. The dataset in-
cludes anonymized and non-anonymized versions.
We leverage the latter to be consistent with previous
works.

XSum (Narayan et al., 2018) is an extremely
abstractive summarization dataset with a one-
sentence summary written by human experts for
each news article collected from BBC online.

NYT (Mozzherina, 2013) consists of articles from
the New York Times and the associated summaries.
We use the splits and pre-processing steps of
Paulus et al. (2018) in experiments.

SAMSum (Gliwa et al., 2019) is an abstractive di-
alogue summarization dataset annotated by human
linguists.

Refer to Table 2 for detailed statistics of the above
datasets.

4.2. Baselines

We compare our results with six existing SOTA mod-
els that fall into three categories: (1) Baseline mod-
els: BART (Lewis et al., 2020), a classical base
model in summarization, which pre-trained to re-
cover the corrupted text and achieved considerable
performance on CNN/DM. PEGASUS (Zhang et al.,
2020a), another typically used Seq2Seq model
trained with Gap Sentences Generation (GSG) and
Masked Language Modeling (MLM), and achieved
early SOTA on XSum; (2) Controllable summariza-
tion models: GSum (Dou et al., 2021), a Seq2Seq
model with two decoders for document and guid-
ance respectively. CTRLsum (He et al., 2022) pro-
posed prepending the oracle extracted keywords
to document and achieved the comparable results
with GSum; (3) Contrastive models: SimCLS (Liu
and Liu, 2021), a two-stage model which trained an
evaluator using contrastive ranking loss to select
the best result from the generator’s outputs. BRIO
(Liu et al., 2022) was first proposed to assign prob-
ability mass to candidate summaries according to
their quality, achieving the current SOTA on both
CNN/DM and XSum. We also consider two recent
variants of BRIO: SLiC (Zhao et al., 2022) adapts
different types of contrastive losses, and MoCa
(Zhang et al., 2022b) introduces online sampling.

4.3. Implementation Details

To facilitate comparison, we implement both TPG
teacher and student models with an identical back-
bone, i.e., PEGASUS? on XSum and BART-large®
on other datasets. We train our models using the
Adam optimizer (Kingma and Ba, 2015) with an
initial learning rate (Ir) of 2e-3 and batch size of
16 for at least 100K steps until the performance
on develop sets no longer be improved. We also
schedule the learning rate according to ir* =
Ir-min(step~"°, step x W~1:5), where W indicates

2https://huggingface.co/google/pegasus-xsum
Shttps://huggingface.co/facebook/bart-large
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Model CNN/DM XSum SAMSum NYT
R-1 R-2 R-L R-1 R-2 R-L R-1 R-2 R-L R-1 R-2 R-L
BARTT 4416 21.28 40.90 | 45.14 2227 3725 | 53.42% 28.14%  49.03% | 55.78% 36.61%  52.60¢
PEGASUS' | 4417 2147 4111 | 47.21 2456 39.25 - - - - - -
GSum*f 4594 2232 4248 | 4540 2189 36.67
CTRLsum*T | 4565 2235 42,50 - - -

SimcLst 4667 2215 4354 | 4761 2457 39.44 - - - - - -
BRIOY 48.01 23.80 4467 | 49.07 2559 40.40 | 53.74% 29.06*  49.37% 57.75 38.64 54.54
sLict 4797 2418 4488 | 49.77 27.09 42.08 - - - - - -
MoCa' 4888 2494 4576 | 49.32 2591 4147 | 55.13 30.57 50.88
TPG-S 49.38 25.17 4579 | 49.98 2577 4152 | 54.89 30.75  51.90 58.20 39.49  55.36

-woT-KD | 4816 24.08 4465 | 48.81 2504 40.85 | 54.59 29.67 50.87 58.13 39.43 54.24
-w/oS-KD | 4577 2230 4238 | 4752 2471 39.69 | 54.09 28.40 50.45 57.65 38.30 53.67

Table 4: Evaluation results. {: results reported in the original papers. i: results from our own imple-
mentation. *: results from the guided model with the BERT-predicted guidance. The best results are in
bold, and the baseline on each dataset is marked with underline. w/o means without. 7-PD: token-level
prophecy distillation. S-PD: summary-level prophecy distillation. R-1/2/L are the ROUGE-1/2/L F1 scores.

CNN/DM XSum
Model ‘ BS BaS SwR ‘ BS BaS SwR
BART | 8595 -380 6875 | 8963 -3.77 1523
PEGASUS | 8507 -391 6500 | 89.68 -389 1937
GSum | 8610 -387 68.09 | 8861 372 1575
BRIO | 8914 -362 6228 | 9023 -364 1997
TPG-S | 8932 -325 7051 | 9213 361 20.30
-woT-PD | 8914 381 6702 | 9158 -3.88 20.85
-woS-PD | 8911 374 6974 | 9198 -369 19.06

Table 5: More evaluation results. All results are
from our own implementation. BS: BERTScore.
BaS: BARTScore-F. SWR: Salient words recall.

the warmup steps and is set to 10K. To prevent pre-
mature convergence, we warm the student model
during training by setting the weight of £, (¢), i.e.,
B to 0 in the first 20K steps. When decoding, beam
search (Vijayakumar et al., 2016) is used, and the
beam width is set to 20. All our experiments are
implemented based on 8 NVIDIA RTX 3090 GPUs
and the Pytorch? library. Table 3 lists detailed hy-
perparameter settings.

4.4. Main Results

By convention, we measure the model-generated
summary and the reference regarding 1) lexical
overlap based on ROUGE (Lin, 2004), 2) seman-
tic similarity based on BERTScore (Zhang et al.,
2020b) and BARTScore-F (Lewis et al., 2020), and
3) saliency based on salient words recall:

_|LCS(Y',LCS(X,Y))|
; Y|

where LCS(-, ) denotes the longest common sub-
sequence (LCS). We also refer to the TPG student
model as TPG-S and the teacher model as TPG-T
for convenience. The comparison results are re-

ported in Table 4 and Table 5, from which we draw
the following observations.

SWR(Y',Y)

%, (10)

*https://pytorch.org

First, TPG-S is more advanced than traditional
guided summarization methods GSum and CTRL-
sum in real-life scenarios. Without oracle-extracted
guidance, the guided models surpass the base-
lines only by a limited margin, and GSum even fails
against the baseline PEGASUS on XSum. By con-
trast, our TPG-S outperforms the baseline by more
than 5 points ROUGE-1 on CNN/DM and 2 points
ROUGE-2 on other datasets. Besides, BRIO, SLiC,
and MoCa share a similar learning scheme of token-
level MLE plus summary-level contrasting, leading
to their close performance. Compared with them,
TPG substitutes MLE with token-level KD and fur-
ther introduces a soft contrastive objective on the
summary level. TPG-S achieves SOTA ROUGE
scores across all four datasets, proving the effec-
tiveness of our strategy. We further find from Ta-
ble 5 that TPG-S does the best in tracing salient
words, which is reflected as the absolute advanced
SwR score on CNN/DM. Results in Table 8 (dis-
cussed in Section 4.7) indicate that this merit is
mainly derived from the teacher model and leads to
the compatibility of TPG-S for moderate abstractive
summarization.

4.5. Faithfulness Evaluation

Beyond conventional lexical-level evaluations, we
highlight to assess how the model-generated sum-
maries are faithful to the source document. FactCC
(Kryscinski et al., 2020), MNLI (Choubey et al.,
2023), and QAFactEval (Fabbri et al., 2022) are
used as the metrics. We compared our method with
three types of counterparts: FASum (Zhu et al.,
2021) encodes an additional knowledge graph to
promote the factual generation; RLEF (Roit et al.,
2023) uses the feedback of an entailment ana-
lyzer to reward the summaries that are logically en-
tailed in the source document; Contrastive learning
methods CLIFF (Cao and Wang, 2021) and CaPE
(Choubey et al., 2023) construct negative samples
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. CNN/DM XSum
Model | Auxiliary Systems | p 4 FC  MNLI  QAEval | R-1 FC  MNLI  QAEval
BASE* - 4434  49.07%  84.20F 4.55% 4721 2347t 22.70% 2.10%
FASum | Knowledge Graph” | 40.53 51.24%  81.33% 4.48% 30.28 26.10F  22.40% 1.88%
CLIFF Hybrid 4418  51.84  81.09% 3.63% 4620 2426  23.10% 1.68%
CaPE Hybrid 45.14 - 86.80 4.60 43.71 - 23.10 2.21
RLEF Entailment Model | 31.28 58.73%  79.67¢ 4.73% 3813 2221% 2118t 2.38t
TPGT | Oracle” | 58.61 61.67  87.36 481 | 4712 2226  24.40 1.61
TPG-S | TPGT | 49.38 60.98  86.46 471 | 49.98 2388  24.32 2.50

Table 6: More automatic evaluation results. BASE*: BART on CNN/DM while PEGASUS on XSum.
Hybrid: the combination of diverse systems. FC: FactCC. QAEval: QAFactEval. b: the auxiliary systems
used in both training and inference; otherwise, only in training. i: results from our own implementation.

Faithfulness Informativeness

Model ‘ Wint  Tie

Lose | Wint Tie Lose |
CNN/DM
RLEF 11.10 85.84 3.06 20.63 72.50 6.87
CLIFF 15.10 81.77 3.12 20.38  75.00 4.61
TPG-S 19.69 77.52 2.78 17.44 78.81 3.75
XSum
RLEF 16.38  77.92 5.69 8.37 87.67 3.96
CLIFF 16.35 73.45 9.20 9.67 82.28 8.05
TPG-S | 1465 78.43 6.92 5.47 87.54 6.99

Table 7: Human evaluation results.

using diverse systems, including entity recognizer,
entailment analyzer, and entailment analyzer, and
train a summarization model to distinguish faith-
ful and unfaithful summaries. Table 6 shows the
comparison results.

Surprisingly, not all improved methods can effec-
tively promote baseline faithfulness scores. Only
CaPE improves nearly all observed metrics on both
datasets. On the other hand, traditional faithful-
aware methods sacrifice ROUGE for trading be-
tween faithfulness and abstractiveness. Our TPG
models instead show significant superiority on the
ROUGE-1 score. More specifically, TPG-T exceeds
the others by a large margin across all metrics on
CNN/DM, showing the comprehensive advantages
of guided summarization. However, it achieves
relatively lower faithfulness scores on XSum. We
present in Section 5 that the low informativeness
of salient spans in the extreme abstractive set-
ting assumes the main reason. TPG-S is weaker
than TPG-T but traces well with CaPE on CNN/DM
and shows better faithfulness than the baseline on
XSum. In summary, we highlight the advance of
prophetic guidance (and prophecy distillation) in
promoting faithful abstractive summarization. Un-
der our settings, the highest faithfulness is reached
in the moderate abstractive scenario without requir-
ing external datasets or systems.

Model | Guidance | R-1 R-2 R-L SwR
Automatic
GSum Sentences | 45.94 2232 4248  68.09
CTRLsum Keywords 4565 22.35 4250 68.99*
TPGT Spans 4585 22.04 42.38 68.48
-w/0[SEP] | 45.69 22.04 42.23 67.50
Oracle
GSum Sentences 5518 3254 52.06 74.41%
CTRLsum Keywords 64.65 4042 60.92 -
CTRLsum?# Keywords 56.39 35.12 56.77 74.58
PGT Spans 58.61 36.45 58.55 75.09
-w/o [SEP] | 58.20 36.05 58.37 74.39

Table 8: Performance of guided summarization
models on CNN/DM. 1: results from our own imple-
mentation.

4.6. Human Evaluation

For human evaluation, we randomly selected 100
samples from each of the CNN/DM and XSum test
sets. Three Ph.D. volunteers majoring in English
were invited to rate model-generated summaries
against the baseline (BART on CNN/DM and PEGA-
SUS on XSum, respectively) summaries regarding
faithfulness and informativeness. Table 7 displays
the results. On the whole, both the two faithful-
oriented methods and ours enhance the baseline
a lot. TPG-S achieves a higher win rate of faithful-
ness on CNN/DM, but its wins in informativeness
are relatively less. This finding is basically consis-
tent with (Dreyer et al., 2023), which suggests that
faithfulness and abstractiveness are contradictory.
Results on XSum further reveal that our approach is
more advanced in a moderate-abstractive scenario
like CNN/DM.

4.7. Teacher Performance

To test the rationality of our teacher model settings,
we compare TPG-T with existing guided summa-
rization models on CNN/DM. The results are re-
ported in Table 8. Following previous works, an
additional sequential tagger is trained to predict
prophetic guidance in the automatic mode. For our
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System | Summary
Case 1
Reference RBS has racked up £50 billion in losses since it was bailed out by taxpayers. State-back giant warned that it faces
"another tough year’ to come. Lurched to a £446 million loss for the first three months of the year.
RBS has racked up £50 billion in losses since it was bailed out by taxpayers. Coming after RBS was forced to put aside
BART £856 million to cover lawsuits and fines still being decided. It includes an extra £334 million for its part in rigging the
foreign exchange market with other banks.
TPGT State-backed giant lurched to a £446 million loss for the first three months of the year. RBS has racked up £50 billion in
: losses since taxpayers bailed it out. State-backed warned that it faces another ‘tough year’ in a statement last night.
TPG-S RBS, which was bailed out by taxpayers, has reported losses of £50 billion. The state-backed company has warned that
it will face another challenging year ahead. In the first three months of this year, RBS suffered a loss of £446 million.
Case 2
Reference Hungarian national Evelin Mezei, 12, has been found safe and well. She had gone missing from the Stratford area in
London last night. Evelin had been seen on CCTV footage with an unknown man.
Evelin Mezei, a 12-year-old Hungarian national who went missing from the Stratford area in London last night, has been
BART found safe and well. She was last seen on CCTV footage with an unknown man on a city street, but thankfully has been
located.
PGT! A 12-year-old Hungarian girl named Evelin Mezei, who went missing from the Stratford area in London last night, has
: been found safe and well. She was last seen on CCTV footage with an unidentified man.
TPG-S ‘ The Hungarian national Evelin Mezei, 12, went missing in Stratford, London, last night. She was seen on CCTV footage

with an unknown man. She was found safe and in good health this morning.

Table 9: Case Study on CNN/DM. 7 indicates the TPG-T model with oracle-extracted salient spans as
guidance. Blue highlights the key faithful facts, while red marks the hallucinations. /falics present the
irrelevant statements, which degrades the candidate-reference overlap.

TPG-T, we fine-tune a RoBERTa (Liu et al., 2019)
to identify the oracle-extracted salient spans. In
this setting, all models moderately beat the base-
line, and TPG-T shows no advantages over the
other two. Since such guided models are trained
with oracle-extracted guidance, the results indicate
that guided summarization has significantly limited
advantages once the quality of guidance varies be-
tween training and inference. Also, we perform
the comparison in an oracle mode, which enjoys
oracle-extracted guidance at inference. TPG-T and
CTRLsum outperform GSum, and TPG-T further
surpasses CTRLsum on both types of metrics. Con-
sidering the main discrepancy among the three
models lies in the content of the guidance signal,
the salient span we used is more effective than the
highlighted sentence and keywords (see Section 5).
Finally, we remove [SEP] tokens used to connect
salient spans in guidance text, and TPG-T’s perfor-
mance is slightly degraded.

4.8. Case Study

We present two cases sampled from CNN/DM in
Table 9 to witness the real efficacy of TPG mod-
els. We observe that the baseline BART tends to
produce tedious texts containing ambiguous facts
unsupported in the gold reference. On the contrary,
TPG-T makes fewer mistakes in capturing key facts.
However, it yields more extractive-style statements,
which are not in line with human habits. Of the
three systems, TPG-S produces the summaries
that most closely resemble human writings, accu-

CNN/DM CNN/DM CNN/DM

ROUGE Score

ROUGE Score

Figure 4: The performance of TPG-S with different
hyperparameter settings.

rately rephrasing the source document’s content
with a suitable number of new words.

5. More Analysis
5.1. Ablation Study & The Effects of
Balance Factors

Three balance factors are introduced in Eq.9, which
makes their ablation a bit troublesome. On the one
hand, we list the evaluation results of TPG-S with-
out token- and summary-level PD in Tables 4 and
5, confirming that both token- and summary-level
distillations are contributed. To further detect the
necessity of four types of losses used in our method,
we first linearly increase the value of £ from 0.0 to
1.0 with 8 = 0 and plot TPG-S performance on
the left of Figure 4. Notably, TPG-S degrades to
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Figure 5: Teacher-student correlation visualizing.
The left y-axis sticks ROUGE-Avg (the average of
ROUGE-1/2/L F1 scores), and the right one sticks
the MRI of each guidance.

the baseline at £ = 1. The curve shows a similar
tendency of attenuating after stable rising on both
datasets. We see that the best value should be
around 0.5. Next, we set£to 1 and 8 to 100 to offset
the effect of toke-level PD and then find the optimal
value of ¢. The process is depicted in the middle
of Figure 4. We find that a larger ¢ is preferred
on XSum, while a small value is more compatible
with CNN/DM. Recalling the previous analysis, the
candidate produced by TPG-T differs significantly
from that by the baseline on CNN/DM, but the sit-
uation is the opposite on XSum. It makes the soft
contrastive learning more influential on CNN/DM.
As a result, we set ¢ to 0.3 on CNN/DM and 0.9 on
XSum, respectively. Finally, we fix £ and ¢ to their
optimal value and vary 5 from 0.01 to 100. Accord-
ing to the results in the right of Figure 4, 5 = 100 is
the best for both datasets.

5.2. Guidance Choice & Teacher-Student
Correlation

Although we have compared TPG-T with the peer
models in Section 4.7, there are still unclearities:
what impacts TPG-T performance and the correla-
tion between TPG-T and TPG-S. In this paper, we
focus on the amount of information that guidance
leaks to the model, which can be quantified as the
following mutual information recall (MIR):

{G} N {Y}|

MIR(G,Y) v
where {-} denotes token set. We use different
kinds of guidance to learn TPG models and show
testing results in Figure 5. Firstly, the higher the
MIR of guidance, the better the performance of
the TPG models. Our introduced salient spans
achieve higher MIR than keywords and highlighted
sentences, leading to the TPG-T best performance
in Table 7. In contrast, salient spans share rare mu-
tual information with the reference in the extreme
abstractive setting, and TPG-T beats the baseline
just a little on XSum. Second, the performance of
TPG-S echoes with that of TPG-T. On CNN/DM, the

(11)

ROUGE-Avg score of both TPG models improved
with the MIR of guidance increases. As for XSum,
we use a small ¢ to limit the impact of TPG-T to TPG-
S. In this way, the improved performance of TPG-S
is mainly brought by token-level label smoothing
and summary-level hard contrastive learning rather
than exact prophecy distillation. This points out the
direction for our future work, finding appropriate
guidance for extreme summarization.

6. Conclusion

In this paper, we introduce a novel teacher-student
framework - TPG, which learns a regular summa-
rization model to mimic the behavior of a guided
one via token- and summary-level knowledge dis-
tillations. TPG boosts abstractive summarization
with the distilled prophecy and suffers few train-
inference discrepancies, leading to compressively
improved performance on four well-known bench-
marks. In the future, we will dive into the diversity of
prophecies to extend our method to more complex
scenarios, such as multi-documents.
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