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Abstract
Answering logical queries on knowledge graphs (KG) poses a significant challenge for machine reasoning. The
primary obstacle in this task stems from the inherent incompleteness of KGs. Existing research has predominantly
focused on addressing the issue of missing edges in KGs, thereby neglecting another aspect of incompleteness: the
emergence of new entities. Furthermore, most of the existing methods tend to reason over each logical operator
separately, rather than comprehensively analyzing the query as a whole during the reasoning process. In this
paper, we propose a query-aware prompt-fused framework named Pro-QE, which could incorporate existing query
embedding methods and address the embedding of emerging entities through contextual information aggregation.
Additionally, a query prompt, which is generated by encoding the symbolic query, is introduced to gather information
relevant to the query from a holistic perspective. To evaluate the efficacy of our model in the inductive setting, we
introduce two new challenging benchmarks. Experimental results demonstrate that our model successfully handles
the issue of unseen entities in logical queries. Furthermore, the ablation study confirms the efficacy of the aggregator

and prompt components. The code is available at https.//github.com/yep96/Pro_QE.
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1. Introduction

Knowledge graphs (KGs) have garnered interest in
recent years. Their applications span natural lan-
guage processing, information retrieval, and data
analytics. The task of addressing logical queries on
KGs encompasses multiple entities, relations, and
logical operators. For instance in Figure 1, Who
has won the Turing Award in developing countries?
could be translated into a logical query that requires
traversing the KG to find the answer. In this query,
the anchor nodes are the Turing Award and Devel-
oping Countries, while the target answer, such as
Qizhi Yao, represents the desired response.
Nonetheless, the existence of noise and incom-
pleteness within KGs often leads to missing edges
in the path from the anchor to the answer nodes,
thereby impeding the retrieval of all pertinent an-
swers through sub-graph matching. To tackle this
challenge, a promising approach is to embed the
query into a vector space, which facilitates the uti-
lization of meaningful entity embeddings to handle
missing or erroneous edges. Typically, query em-
bedding methods, such as GQE (Hamilton et al.,
2018), Q2B (Ren et al., 2020), BetakE (Ren and
Leskovec, 2020), FuzzyQE (Chen et al., 2021b),
and GNN-QE (Zhu et al., 2022), involve breaking
down the query into simpler sub-queries, reason-
ing over sub-queries step by step. Subsequently, a
distance function is employed to select entities that
closely resemble the query results as the answer

*Corresponding author.

nodes.

Q: Who has won the Turing Award in developing countries?
q = V5.3 V:LiveIn(V,DCs) AWin(Turing Award,V;)

Science podbi D) ACH
related tOI %
Turinga’ Win_ Zryy
w PN e,
Award O ."{,e.ofl.o,
mostlyat Tt
USA Liveln! _ o oo
DCs H-
Q)Cs: developing countries j
entity variable Q seen £ emerge

Figure 1: The example of an inductive logical query.

Despite the notable achievements of current
query embedding methods in handling missing
edges within KGs, there remain two unresolved is-
sues. The first issue pertains to the inductive query
scenario. Existing query embedding models are pri-
marily designed to handle scenarios where edges
are missing in KG. However, KGs are dynamic and
constantly evolving, which means new entities and
relations emerging frequently. For instance, in Fig-
ure 1, the anchor node the Turing Award is a new
entity, so its representation is randomly initialized.
We call this scenario the inductive setting, indicating
queries may involve entities that were not present
before. This task is challenging and necessitates
advanced techniques and methodologies. The in-
ductive GNN-QE model (Galkin et al., 2022) is cur-
rently the only model that considers inductive sce-
narios. However, it still overlooks the coherence
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between the entire query and the inferred results,
which leads us to the second unresolved issue.

The second issue concerns holistic query un-
derstanding in KGs. Complex KG queries involve
multiple conditions and can exhibit intricate interde-
pendencies. Most current models handle query rea-
soning by dividing queries into sub-queries. While
these approach simplifies the problem and im-
proves efficiency in some cases, they hinder the
model’s ability to establish connections between
different constraints from a holistic perspective. For
example, consider a query asking which US presi-
dents were lawyers in American history. A common
approach involves querying for each logical opera-
tion separately: first querying for US presidents in
history, then for individuals who were lawyers, and
finally intersecting the results. However, this ap-
proach may retrieve non-Americans when querying
for lawyers, unnecessarily expanding the scope.
Conversely, when querying for lawyers, empha-
sizing nationality information can quickly retrieve
relevant results without redundant operations.

This article aims to explore methodologies for
conducting complex query reasoning in an in-
ductive scenario. Our primary objectives include
Contextual Awareness: The model should have
the ability to obtain the representation of newly
emerged entities by leveraging the representations
of surrounding known entities. Query Awareness:
The model should comprehensively understand the
query being posed and discern the role of each
node within the query. Relevance Awareness:
The model should recognize that identical known
entities can assume different roles in different con-
texts during the aggregation process. For example,
the attributes of an esports athlete and a basketball
athlete are distinct, even though both are athletes.
To address these objectives, we’'ve developed a
logical query-answering framework called Pro-QE
considering the three aspects.

We devised two benchmarks under the inductive
scenario and conduct the experiments to evaluate
the superior performance of our model. Further-
more, the ablation study supports the effectiveness
of different module designs. Our contributions can
be summarized as follows:

» We emphasize the significance of the induc-
tive setting in the context of logical queries,
highlighting the need for models to effectively
handle new emerging entities.

» We advocate for a holistic approach to logical
query processing, going beyond the decompo-
sition of queries into sub-queries and consid-
ering the overall impact of the query on each
step of the reasoning process.

» We establish new benchmarks for logical query
processing under the inductive setting, con-

ducting extensive experiments across various
scenarios and achieving state-of-the-art re-
sults.

2. Related work

2.1. Logical Query Answering

Query answering in knowledge graphs has been
widely studied in the literature. GQE(graph-query
embedding) (Hamilton et al., 2018) first proposes
to embed a query into a low-dimensional vector
space and use the final embedding to find an-
swers. Since GQE only supports intersection (A)
logical operator, Q2B (query to box) (Ren et al.,
2020) replaces the vector embedding with hyper-
rectangles. To support the negation (—) opera-
tor, BetaE (Ren and Leskovec, 2020) is proposed
which models the query and entities using beta
distributions. CQD (Continuous Query Decomposi-
tion) (Arakelyan et al., 2021) applies beam search
to an embedding model and could be trained with
simple queries. ConE (Cone Embeddings) (Zhang
et al., 2021) proposes a new geometry model that
embeds entities and queries using Cartesian prod-
ucts of two-dimensional cones. BiQE (Bidirectional
Query Embedding) (Kotnis et al., 2021) uses the
transformer-based to incorporate the query con-
text. TEMP (TypE-aware Message Passing) (Hu
et al., 2022) introduces a type-aware model mak-
ing use of type information to assist logical reason-
ing. FuzzQE (Chen et al., 2021b) satisfies the
axiomatic system of fuzzy logic to reason. Q2P
(Query2Particles) (Bai et al., 2022) encodes each
query into multiple vectors. GNN-QE (Zhu et al.,
2022) concentrates on the interpretation of the
variables along the query path. Inductive GNN-
QE (Galkin et al., 2022)(based on (Zhu et al., 2022))
propose using NBFNet (Zhu et al., 2021) as the
one-hop(1p) projection to solve the inductive rea-
soning. ENeSy (Neural-Symbolic Entangled) (Xu
et al., 2022b) uses the neural and neural reason-
ing results to enhance each other to alleviate the
problem of cascading error.

2.2. Inductive Link Prediction

Rule-based methods focus on mining rules to pro-
vide us with an interpretable reasoning process
and can be applied to inductive link prediction.
AMIE (Galarraga et al., 2013) and AMIE+ (Galar-
raga et al., 2015) use predefined metrics such as
confidence and use three operations, including dan-
gling atom, instantiated atom, and closing atom
that add different types of atoms to incomplete
rules. Anyburl (Meilicke et al., 2019) proposes a
framework that can mine rules in an efficient way.
Rudik (Ortona et al., 2018) can mine positive and
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negative rules, which can be used for link predic-
tion tasks and other tasks. More recently, differ-
entiable rule learning methods attracted more at-
tention, which can determine the rule confidence
and structure of the rule. Neural-LP (Yang et al.,
2017) and DRUM (Sadeghian et al., 2019) based
on Tensorlog (Cohen et al., 2020) generate the
possibilities of different relationships in each step,
and the symbolic rules can be parsed with the rela-
tions’ weight. Neural-Num-LP (Wang et al., 2019b)
extends Neural-LP to learn the numerical rules.
Ruleformer (Xu et al., 2022a) utilizes context in-
formation to generate different rules according to a
specific environment. Neural Logic Inductive Learn-
ing (Yang and Song, 2019) based-on transformer
to mine non-chain-like rules which can extend the
diversity rules. More recent works exploit Graph
Neural Networks, which can be applied to graph
structures via the existing neighbors. (Hamaguchi
et al., 2017) compute the embeddings of OOKB
entities, exploiting the limited auxiliary knowledge
provided at test time. LAN (Logic Attention Net-
work) (Wang et al., 2019a) aggregates neighbors
with both rule-based attention and neural-based
weights. INDIGO (Liu et al., 2021) accomplishes
inductive knowledge graph completion based on
a graph convolutional network with pair-wise en-
coding. Moreover, GralL (Teru et al., 2020), CoM-
PILE (Mai et al., 2021), and TACT (Chen et al.,
2021a) learn the ability of relation prediction by
subgraph extraction and GNNs independent of any
specific entities. MorsE (Chen et al., 2022) consid-
ers transferring universal, entity-independent meta-
knowledge by meta-learning.

3. Problem Formulation

A KG can be represented as G = (V, R, T), where
V denotes a set of entities, R signifies a set of
relations, and 7 represents a set of triplets. Each
triplet r(e;, e;) in T is defined as a relation r € R
existing between entities e; and e; from the set V.
This notation illustrates that the relation r holds
between the entities e; and e;.

3.1. Logical Query Answering

As depicted in Figure 1, a query comprises con-
stants (utilized as anchor nodes), variables (em-
ployed as intermediate nodes and answer nodes),
relation projections r(a, b), signifying binary func-
tions over variables or constants, and logic oper-
ators (v, A, and —). Utilizing its disjunctive norm
form (Ren and Leskovec, 2020), the query can be
represented as a disjunction of several conjunc-
tions, as shown below:

q[Va] = Vo3V, Vo, ..., Vik:er Vea V- Ve (1)

where ¢; denotes either a single literal or a con-
junction of multiple literals, i.e., ¢; = a;1 A -+ A ajpm,
where q;; is an atom or the negation of an atom.
The atoms can take the following forms: (e, V') or
—r(eq, V) orr(V/, V) or —(V’', V). Here, e, repre-
sents one of the constants (as there might be sev-
eral anchor nodes), and V, V' € V1, V5,..., V4, V7
are the variables, with the constraint that an atom
should satisfy V' # V’. The operations above are
precisely defined as follows:

Relational Projection: Given an entity set S C
V and a relation r € R, the relational projection op-
erator returns an entity set S’ that includes entities
connected to at least one of the entities in S via the
relation r, i.e., S’ = ¢’ € V|Tr(e,¢'),e € S.

Union: Given sets of entities Si, Ss,....S,, the
union operator returns a new set S’ that contains
the entities appearing in any one of the sets, i.e.,

S =Uizy Si-
Intersection: Given sets of entities
S1,82,...,5,, the intersection operator re-

turns a new set S’ that contains the entities
belonging to the intersection of these sets, i.e.,
S =N, S

Complement: Given a set of entities S, this op-
erator returns a new entity set S’, which is the com-
plementof S,ie., 8=V - S.

3.2. Inductive Setting

The inductive setting, as explored in this paper,
addresses scenarios in which there might be new
entities that only appear in the validation and test
sets. We encounter two distinct entity sets: Vi,qin
and V..s:. The former represents the entity set
in the training set, while the latter represents all
the entities in the test process. The inclusion of
new entities in the test query introduces a unique
set of challenges, notably the necessity to obtain
representations of these new entities. Additionally,
new triplets associated with emerging entities could
result in an overlap between the training and test
graphs. This overlap may lead to an increase in the
number of observed answers to the same query in
the training set, making it challenging to distinguish
between novel and existing answers. We have
classified the queries based on the location of new
entities in the query: 1. New entities only appear
in the anchor nodes. 2. New entities only appear
in the answer set. 3. New entities appear in both
the anchor nodes and the answer set. It is worth
noting that there exists another type of query where
new entities only appear in the reasoning process.
Since the answer set can still be obtained using
only the training data, we do not consider this type
of query.
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Figure 2: Framework of the proposed Pro-QE model.

4. Methodology

In this section, we introduce the comprehensive
architecture of Pro-QE, which is depicted in Fig-
ure 2. Specifically, we leverage contextual infor-
mation to obtain an appropriate representation of
entities. During this process, we utilize neighbor
nodes and relations to capture local information,
and relation domains and ranges to capture global
information. To enhance relevance awareness of
different neighbors, we incorporate the attention
mechanism. Additionally, we integrate the entire
query information from a holistic perspective, which
enables the model to better comprehend the overall
query and its impact on each step of reasoning.

4.1. Inductive Representation Learning

To obtain a suitable representation of an entity, even
in the case of it being an emerging entity, we employ
a context-informed approach. During this process,
we conscientiously consider both local and global
information to derive a comprehensive representa-
tion. To ensure heightened relevance awareness,
we leverage a self-attention mechanism for seam-
less information exchange.

Local Information. An entity’s representation
can be determined by its contextual information, i.e.,
the subgraph in KG. We define an input embedding
denoted as e!, which serves as input to derive rep-
resentations of other entities connected to it. We
could get the output embedding of the central entity
using the input embedding of its neighbors, and the
output embedding could be utilized for reasoning.
In this paper, we consider the subgraph composed
of the one-hop neighboring nodes.

Consider a central entity e; with its one-hop neigh-
boring entity set denoted as N, (i) and relation set
as N,.(i). For each entity e; € N.(¢) and relation
r; € N.(7) linking e; and e;, the input embedding
e} and relation embedding r; are randomly initial-

ized. We apply a projection operator to e; with
relation r, to derive the projected representation
ef. The projection could be any method that could
make the link prediction. For instance, if we em-
ploy GQE (Hamilton et al., 2018) or FuzzQE (Chen
et al., 2021b), the projection operator is applied in
the following manner:

ef = P(eb = eJI + 1

)
ef = P(e]) = g(LN(W, e] +b,))  (3)

where the g is a mapping function, and LN is Layer
Normalization function. rj and W, are both rela-
tion parameters according to the projection function,
which could be seen as r;. After performing the pro-
jection on each entity-relation pair, we derive a set
of representations, in which each vector partially
reflects the information of the central entity.

Global Information. Since all of this information
is exclusively derived from the subgraph, it may
contain biases and noise. If the central entity is
linked to a few-shot entity (not an emerging entity),
the local representation derived from it may lack
accuracy. Thus, it is necessary to explore more
robust representations on a larger scale. In this pa-
per, we consider the domain and range of relations,
as entities which are related to the same domain
or range are likely to exhibit similar features.

For each relation r, we define two entity sets
based on the entities related to it: one set encom-
passes the entities serving as the head of the re-
lation, signifying the domain of the relation. The
other set contains the tail entity of the relation, rep-
resenting the range of the relation. We initialize a
representation e;,,) and e,y for each such set
to encapsulate all the entities within it. For a central
entity and its related relation set, the correspond-
ing embedding set € ,(,,)---€do(r,,)s €ra(ri)---€ra(r,)
could be perceived as reflecting information of ¢;,
where m + n is the number of relations connected
with €;.
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Figure 3: Architecture of the query prompt processing system.

Information Exchange and Aggregation. Now
we have obtained an embedding set, EX and E©,
from both local and global perspectives, but have
not established any associations between these
embeddings. In reality, there exist direct or implicit
connections between different neighbors. For ex-
ample, two sports players may share a link to the
same entity sports player, but their sport is esports
and basketball, respectively. Consequently, even
though both are associated with the sports player
entity, their embeddings may vary when employed
in subsequent tasks.

To facilitate information exchange between neigh-
boring nodes, we utilize the attention module:

EY = attn(WIEY WL EY, WIEF)  (4)

EY = attn(WIEY WIEC, WIEY)  (5)

where the W[, W[ and W are the metrics used
for modeling the Query, Key, and Value for the self-
attention mechanism for Local embedding. WqG
W¢ and W¢ are the same for Global information.

The Attn represents the self-attention with the
Query, Key, and Value, which are denoted as Q, K,
and V as input:

Vd

Here, Q, K, and V represent the Query, Key, and
Value inputs for this attention layer.

However, we have used the context-aware and
relevance-aware information, but lacking query-
specific awareness. To address this limitation, we
introduce a prompt mechanism.

attn(Q, K, V) = Softmax( W (6)

4.2. Logical Query Prompt

As previously mentioned, in the sub-query model,
each reasoning step lacks a comprehensive under-
standing of the overall query. We employ a method
that transforms the entire query into a symbolic
query statement and utilizes the decoder architec-
ture of the transformer(Vaswani et al., 2017) to han-
dle the query sequence.

The figure depicted in Figure 3 illustrates the
comprehensive process of this step. We utilize the
symbol [ENT] to represent anchor nodes and an-
swer nodes, while [MASK] is employed to signify
intermediate entities during the reasoning process.
[r_id] is used to denote specific relations utilized
in the projection operation, while [INT], [UNI], and
[NEG] stand for intersection, union, and negation
operators, respectively. Additionally, to preserve
the order of different operations within a symbol
sequence, we adopt [BCK_L] and [BCK_R] to rep-
resent brackets.

Next, to get the sequence, we begin with each
[ENT] symbol representing an anchor node and
enclose it within a pair of brackets [BCK_L0] and
[BCK_RQO]. If the subsequent operation involves
projection or negation, we append the [r_id] or
[NEG] operator, followed by a [MASK] symbol sig-
nifying an intermediate node in the computational
graph. This procedure is repeated until an intersec-
tion or union operation is encountered, and then
the elements requiring intersection or union are en-
closed within higher-level brackets, i.e., [BCK_L1]
and [BCK_R1] and so on. Finally, we add [MASK]
at the end of the sequence to represent the op-
eration itself and the result after the operation. If
a union or intersection operation is required later,
a pair of brackets representing the branch should
be added outside the sequence representing that
branch. Finally, an [ENT] token will be added at the
end of the sequence to represent the answer node.

Capitalizing on the transformer model’s excep-
tional ability to process sequence data, we exploit
the transformer’s decoder architecture to handle
the symbol sequences generated through the afore-
mentioned method. Specifically, we convert the
symbol sequence into corresponding embeddings.
Itis crucial to note that each embedding of the [r_id]
specific to a particular relation is distinct.

O = Decoder(Seq(q)) (7)

Here, seq(q) signifies the symbol sequence gener-
ated based on query ¢, which is utilized as input to
the decoder, and the resulting output sequence is
embedded as O.
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Figure 4: The query structures and query types used for grounding the specific queries on the KGs. The
p, i, and u denote the projection, intersection, and union operator, respectively.

For each vector in EI” and E¢’, we compute the
dot product with the prompt to establish the cor-
relation between the embedding and the prompt.
Subsequently, this correlation is employed as the
weight coefficient during the aggregation of the an-
chor node’s representation. For the local informa-
tion:

iy =P; e;ve; € EL/ (8)
Ne (i)

= Z ;€] (9)
=0

For the global embedding, we use the same way to
get ef, and the final embedding e; = (e{’ + eF)/2.

4.3. Reasoning and Training

To train the model, let’'s consider a query ¢ and the
set of candidate answers V,, we choose a number
of negative samples, denoted as ¢’. The embed-
ding of the anchor nodes and the samples could be
obtained using the methods described before. The
query embedding result could be obtained using
existing models like GQE (Hamilton et al., 2018)
with the anchor node(s) embedding(s). Our objec-
tive is to optimize the embeddings in such a way
that the positive sample e is closer to the query em-
bedding q, while the negative samples e}, where
i = 1...k, are pushed farther away from q. To
achieve this goal, we calculate the loss using the
distance between the query embedding and each
of the positive and negative samples:

—_

k
L= —lOgG'( - D qa E Z OgO’ qa 1 - ’Y)
B (10)

where ~ is a scalar margin. D is the distance func-
tion. The batch loss for training samples can be
formulated as follows:

(11)

S\H

ne g

Table 1: Statistics of the constructed datasets. Note
that it contains all 9 query structures.

Dataset Train EE(Valid/ Test) ES(V/T) SE(V/T)
FB15k-237 900,000 22,500 22,500 22,500
NELL-995 585,000 18,000 18,000 18,000

where [ denotes the total number of samples in
a given batch, L; represents the loss calculated
according to Equation 10 for query ¢;, and i de-
notes the weight coefficient for the sample’s loss.
In this article, we adopt 1 = /),
coefficient.

5. Experiment

In this section, we provide comprehensive details of
our experiments. Firstly, we curated two inductive
logical query benchmarks. Secondly, we estab-
lished two baseline models to serve as a point of
comparison in our experiments. Lastly, we per-
formed ablation experiments to analyze our model,
to verify the effectiveness of each component.

5.1. Benchmarks Construction

We establish the required benchmarks using the
FB15k-237 (Toutanova et al., 2015) and NELL-
995 (Xiong et al., 2017) datasets, which are the
same as the datasets used in the previous works
of logical query answering, and Table 1 shows the
statistics of the datasets:

Random Sampling of Unseen Entities and Triplet
Splitting: We employ random selection to extract
20% of entities from the entity set V, forming the
set of emerging entities, denoted as V;.,;. The
remaining entities are considered seen entities and
are represented as V;,.q;,. For a triplet r(h,t) € T,
if any entity is present in the emerging entity set,
i.8., h € Viest OF t € Vyest, it is an auxiliary triplet.
Otherwise, it is considered a training triplet. The
triplet set 7 can be split into an auxiliary triplet set
T. and a training triplet set 7;.
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Table 2: The inductive logical query answering results of different structures and types on FB15k-237.

Query Mean(GQE) Feature(GQE) Pro-QE(GQE) Pro-QE(Q2B)

Structure EE ES SE EE ES SE EE ES SE EE ES SE
1p 20.0 18.2 123 122 127 144 26.1 252 34.0 28.1 284 37.8
2p 129 154 11.2 76 112 114 172 248 25.0 19.0 27.4 246
3p 95 156 97 59 120 95 147 214 205 15,5 252 195
2i 129 204 12.0 129 311 127 19.9 344 315 21.0 342 3538
3i 141 236 11.2 13.7 40.7 125 246 38.7 324 28.2 40.3 40.2
pi 103 175 8.8 101 262 11.2 15.6 30.5 25.8 17.0 322 28.6
ip 13.8 250 11.9 116 327 11.2 174 341 219 19.8 38.0 224
2u 94 295 126 76 354 115 11.3 43.8 23.6 121 455 258
up 126 31.0 128 91 345 125 16.1 42,6 229 16.8 351 215
avg 128 21.8 114 10.1 26.3 11.9 18.1 32.8 264 19.7 35.1 285

Table 3: The inductive logical query answering results of different structures and types on NELL-995.

Query Mean(GQE) Feature(GQE) Pro-QE(GQE) Pro-QE(Q2B)
Structure EE ES SE EE ES SE EE ES SE EE ES SE
1p 4.0 6.7 15.6 47 85 252 72 13,5 35.8 8.6 148 40.2
2p 18.24 17.0 10.5 10.8 122 127 29.8 36.2 25.7 31.8 38.2 273
3p 44 102 6.9 5.2 8.1 9.7 11.0 170 16.8 120 19.8 18.8
2i 9.1 23.7 10.8 10.1 30.2 14.8 15.0 38.4 243 13.7 413 311
3i 87 357 6.2 9.1 371 10.6 144 455 183 13.6 50.6 25.2
pi 9.3 201 119 9.1 26.1 183 18.8 34.1 32.6 19.3 37.9 40.9
ip 243 30.3 17.5 17.8 421 147 38.7 57.3 329 37.0 56.6 325
2u 89 296 11.0 85 386 14.2 11.7 46.5 23.0 17.2 539 30.2
up 229 328 155 150 509 13.2 33,5 57.3 27.8 33.4 58.7 26.5
avg 122 229 11.8 10.0 28.2 14.38 20.0 384 264 20.7 41.3 30.3

Ground the queries. The training triplet set 7; is
utilized to construct the training graph G;. The en-
tire graph G is used during the validation and testing
steps. For different query structures in Figure 4, we
ground the query in G, to create the training query,
where both the anchor and answer entities are ex-
clusively seen entities. In contrast, to generate the
validation and test queries, we ground the query
in the graph G, resulting in the anchor and answer
entities potentially including unseen entities.

Classify the queries. The validation and test
queries may contain emerging entities, so they
could be categorized into four types: (1) Emerging
anchor entities and emerging answer entities, (2)
Emerging anchor entities and seen answer entities,
(3) Seen anchor entities and emerging answer enti-
ties, and (4) Seen anchor entities and seen answer
entities, denoted as EE, ES, SE, SS type queries.
We use the first three types of queries to evaluate
the inductive query reasoning ability since the last
type can be answered only using the training graph.

5.2. Experimental Configurations

5.2.1. Evaluation Protocol

The evaluation of EE and ES type queries involves
considering all entities in V, obtained by travers-
ing the graph because the anchor entity in these

queries is an unseen entity. In contrast, for SE type
queries, the answer set may contain both seen and
unseen entities, and only the entities belonging to
Viest are evaluated. The answer set A =V, and
Vq\Viest for ¢ € EE||ES and g € SE, respecitively.
We calculate the Mean Reciprocal Rank (MRR):

MRR(q) (12)

1 Z 1
[A] 2 R(v)
where R(v) means the rank of v in all candidate
entities according to our results.

5.2.2. Baselines

In our study on inductive logical query reasoning,
we incorporated our proposed model, Pro-QE, with
existing query embedding methods on KG such as
GQE (Hamilton et al., 2018) and Q2B (Ren et al.,
2020). To provide a baseline for comparison, we
implemented two alternative methods. The first
method involves computing the average represen-
tation of neighbor embeddings as the central em-
bedding. The second method relies on evaluating
entity features based on their neighbor relations
and entities. Specifically, we train the embeddings
on the training graph for the seen entities. During
the test process, we compare the emerging entity
with all the seen entities and use the embedding of
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the seen entity that shares the most common fea-
ture (neighbor relation and entity) with the emerging
entity as the anchor node.

5.2.3. Experimental Setup

Our model was implemented using the PyTorch
and trained on RTX3090. We employed the ADAM
optimizer. The learning rate was set to be 0.0001,
and it was halved at the halfway point of the training
steps to aid the model’s convergence. We set the
embedding dimension to 512 for entities, relation
domains, relation ranges, and relations. The train-
ing batch sizes were set to 32, and the negative
sample size was also set to 32. For the loss func-
tion, the margin parameter (y) was set to be 24.
We set the number of neighbors to 32 for FB15k-
237 and 5 for NELL-995 datasets during inference,
since it could overlap all the neighbors of 85% enti-
ties in the datasets.

5.3. Main Results

We conducted a comprehensive comparison of our
model’s performance against two baseline mod-
els: Mean and Feature matching, both of which
are based on GQE (Hamilton et al., 2018). Addi-
tionally, we enhanced our model’s capabilities by
incorporating query embedding techniques from
both GQE (Hamilton et al., 2018) and Q2B (Ren
et al., 2020). It is important to note that the query
embedding techniques employed in this investiga-
tion were designed to handle only positive queries.
Integrating models equipped with negation opera-
tions would extend the overall model’s capabilities
to manage the negation operator.

The results shown in Table 2 and Table 3, re-
vealed that our model consistently outperformed
the baselines. Notably, our model achieved an av-
erage improvement of approximately 6.9%, 13.3%,
and 17.1% (equivalent to 53.9%, 61.0%, and 150%,
respectively) on EE, ES, and SE query types, com-
pared to the Mean model, which also utilizes con-
text information, for the FB15k-237 dataset. For the
NELL-995 dataset, our model achieved an MRR im-
provement of 8.5%, 18.4%, and 18.5% (equivalent
to 70.0%, 80.3%, and 156.8% respectively) for the
three different query types, respectively.

Furthermore, we made the observation that our
model based on Q2B demonstrated the most su-
perior overall performance compared to our model
based on GQE. Specifically, our results indicated
that the performance of our model based on Q2B
outperformed that of our model based on GQE,
with an improvement of 1.6%, 2.3%, and 2.1% on
FB15k-237, and 0.7%, 2.9%, and 3.9% on NELL-
995, respectively. This finding is consistent with the
relative performance of the two models reported in

Table 4: Ablation study results on NELL-995.

w/o w/o w/o
Global Info Exchange Query Prompt

EE ES SE EE ES SE EE ES SE

1ip 69 127 343 64 108 319 50 82 250
2p 305 38.0 251 329 414 273 244 239 182
3p 75 152 150 99 139 159 69 109 121
2i 128 342 228 116 296 216 11.0 269 16.9
3i 125 372 175 110 365 150 99 342 109
pi 174 314 325 175 287 320 147 245 224
ip 389 575 326 348 542 306 326 457 257
2u 108 444 204 92 372 191 93 36.0 153
up 342 570 264 317 542 266 286 454 212

the original source paper (Ren et al., 2020). Addi-
tionally, the results highlighted that queries of type
EE were the most challenging.

5.4. Ablation Study

To evaluate the effectiveness of the different mod-
ules, we conducted ablation experiments on the
NELL-995 dataset.

To ensure that our results were consistent, we
used the same logical query reasoning module,
GQE (Hamilton et al., 2018). Our results are sum-
marized in Table 4. We also compared the average
MRR results of different models in Figure 5.

The results demonstrated that when disregard-
ing global information, the performance of induc-
tive reasoning was significantly hindered, showing
a decline of approximately 0.9%, 2.0%, and 1.2%
in absolute values (equivalent to 4.7%, 5.5%, and
4.8% relatively) for the average MRR metrics of the
three query types, respectively, suggesting that lo-
cal information, which can potentially be perturbed
and biased, tends to limit the model’s potential.

Moreover, the results revealed a noteworthy im-
provement in the model’s performance when we
incorporated the information exchange mechanism.
There was an average increase of approximately
1.6%, 4.3%, and 2.0% (or 8.7%, 12.6%, and 8.2%,
respectively) for the three query types (EE, ES,
and SE). This indicates that the interaction be-
tween neighbors can enhance the quality of ag-
gregation. Finally, the most significant improve-

w/o Global
MRR
2 avg

w/o Exchange Info
avg MRR

w/o Query Prompt Pro-QE
avg MRR 221

177 40 373 192

325 32.1 20 :

18.4
15.1 17.8
142 278

15.7

EE ES SE

Figure 5: The average MRR results on NELL-995
of Pro-QE without different module.

ment is achieved with the query prompt module.
The MRR results improved by about 4.2%, 10.0%,
and 7.7% (equivalent to relative improvements of
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26.6%, 35.2%, and 41.2%) for the EE, ES, and SE
query types, respectively. This improvement was
particularly pronounced for the 3p and pi queries,
which has the longest length from the anchor node
to the answer node, and this means that there is
more overall information hidden in the query.

6. Conclusion

In this paper, we address the problem of inductive
logical query answering with emerging entities and
present a novel framework, called Pro-QE. The
model adheres to three key principles - utilizing
both local and global contexts, incorporating a self-
attention mechanism for information exchange, and
employing a query prompt encoder to obtain an
accurate representation of unseen entities. The re-
sults of the experiments conducted on these bench-
marks demonstrate the efficacy of the proposed
model and principles. Future work may include
introducing new relations in inductive settings.
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