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Abstract

Although neural machine translation (NMT) models perform well in the general domain, it remains rather challenging
to control their generation behavior to satisfy the requirement of different users. Given the expensive training cost
and the data scarcity challenge of learning a new model from scratch for each user requirement, we propose a
memory-augmented adapter to steer pretrained NMT models in a pluggable manner. Specifically, we construct a
multi-granular memory based on the user-provided text samples and propose a hew adapter architecture to combine
the model representations and the retrieved results. We also propose a training strategy using memory dropout to
reduce spurious dependencies between the NMT model and the memory. We validate our approach on both style-
and domain-specific experiments and the results indicate that our method can outperform several representative
pluggable baselines. Code and data are available at https://github.com/xuyuzhuangll/StyleMT

Keywords: Neural machine translation, style / domain customization, pluggable, memory, adapter.

1. Introduction

In recent years, modern neural machine transla-
tion (NMT; Vaswani et al., 2017) systems are often
developed with large-scale parallel data extracted
from the Web (Liu et al., 2020; Fan et al., 2021),
whose style and content are driven by the average
distribution of data from many domains (Vu and
Moschitti, 2021). Therefore, the performance of
strong NMT models is close to or even better than
human translators in the general domain (Hassan
et al., 2018; Kocmi et al., 2022).

However, MT customers may have some special
requirements, including both style- and domain-
specific individual demands (Michel and Neubig,
2018; Zhang et al., 2022). For instance, some
users may want translations in a special style, while
some others may need to translate medical texts.
These requirements can be quite diverse among
different customers and retraining or fine-tuning the
model for each user entails significant development
costs, especially with limited data from users.

Fortunately, pluggable methods (Keskar et al.,
2019; Dathathri et al., 2020; He et al., 2021a) bring
hope to handle the aforementioned user require-
ments, which employ additional modules to steer
pretrained models. As shown in Figure 1, the users
can provide some text samples for the NMT model
to imitate. We will then learn a plugin to control the
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Figure 1: A frozen and pluggable NMT model using
memory-augmented plugins. For each user group
with special requirements, we can develop a plugin
for them without affecting other users.

NMT model to satisfy the user demands without
optimizing the parameters in the original model, by
which we can maintain the performance of the pre-
trained model, alleviating the risk of catastrophic
forgetting (Kirkpatrick et al., 2017).

Some researchers suggest lightweight para-
metric plugins for controlling pretrained mod-
els (Houlsby et al., 2019; Bapna and Firat, 2019;
Pfeiffer et al., 2021; Ruicklé et al., 2021; Li and
Liang, 2021; Mao et al., 2022). For machine trans-
lation, such plugins can also tailor model behavior
for diverse user demands. However, recent stud-
ies find that there exists a performance bottleneck
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https://github.com/xuyuzhuang11/StyleMT

of fully-parametric pluggable methods (Bapna and
Firat, 2019; Li and Liang, 2021; Ding et al., 2022):
increasing the number of trainable parameters can
not always lead to better performance. Inspired by
the recent progress of retrieval-augmented mod-
els (Lewis et al., 2020; Khandelwal et al., 2020,
2021; He et al., 2021a,b), we propose to increase
the expressive power (Li and Liang, 2021) of para-
metric plugins through external memories, which
we term it memory-augmented adapter.

The main challenges of the memory-augmented
adapter are two-fold: (1) constructing memories
that can provide useful customization informa-
tion; and (2) integrating the memories into existing
NMT models without quality loss. Although long
phrases can provide more contextualized informa-
tion, matching long sequences between queries
and memory items is more difficult than matching
shorter ones. We propose to build multi-granular
memories to balance the amount of contextualized
information and the retrieval difficulty. Unlike many
previous works (Khandelwal et al., 2020, 2021; He
et al., 2021a) that encode the source sentence and
the target prefix as the key and the next token as the
value, our memory can provide multi-scale trans-
lation knowledge (Li et al., 2022) that is suitable
for queries coming from different layers of the NMT
model (Hewitt and Liang, 2019). For memory inte-
gration, we propose a new adapter architecture to
better interpolate the original model representation
and the retrieved vectors. Moreover, we propose
a new training strategy with memory dropout to
reduce spurious dependencies between the NMT
model and the provided memory. We conduct ex-
periments for both style- and domain-related cus-
tomizations and the results show the superiority of
our method over many representative baselines.

2. Related Work

2.1. Style / Domain Adaptation for NMT

Adapting NMT models to specific style or domain
texts has been investigated in several previous
works (Luong and Manning, 2015; Niu et al., 2017;
Chu and Wang, 2018). For stylized NMT, many
previous works focus on the formality control of
translations (Niu et al., 2018; Wu et al., 2021b), of
which the style has a clear definition. Most exist-
ing works need to train a specific model for each
style. For instance, Niu and Carpuat (2020) mix
the training data of both style transfer and machine
translation to learn a formality-sensitive NMT model.
Given that the user-provided styles can be of great
diversity, we aim to satisfy different style demands
in a pluggable manner.

For domain adaptation, Luong and Manning
(2015) propose an effective method that fine-tunes

an out-of-domain model with small-sized in-domain
supervised corpora. Hu et al. (2019) further de-
sign an unsupervised method, since parallel data
is hardly available in many domains. Zheng et al.
(2021) extend KNN-MT (Khandelwal et al., 2021)
to perform unsupervised domain adaptation. Our
work is different from Zheng et al. (2021) in both
memory design and usage and the experiments
show that our proposed framework performs better
than their approach.

2.2. Machine Translation Customization

Machine translation customization aims to satisfy
the special requirements of different users. Vu and
Moschitti (2021) propose to select data that is simi-
lar to the user-provided text samples and then train
or fine-tune an NMT model for the corresponding
user. Following Michel and Neubig (2018), we be-
lieve that MT customization has some specific traits
that distinguish it from common style and domain
adaptation settings: (1) The number of customiza-
tion requirements is very large due to the personal
variation among different MT system users; (2) The
available data is often very limited (even mono-
lingual, let alone parallel) for each customization
requirement. Thus, we propose to leverage plug-
gable methods to customize existing NMT models.

2.3. Pluggable Pretrained Models

Pluggable methods aim to control the generation
behavior of pretrained models without optimizing
model parameters (Dathathri et al., 2020; Yang and
Klein, 2021; Liu et al., 2021). Some works propose
to use parametric plugins, with Bapna and Firat
(2019) and Houlsby et al. (2019) inserting some
adapters, Li and Liang (2021) prepending some
trainable vectors, and Hu et al. (2022a) leverag-
ing low-rank decomposition of matrices. Retrieval-
augmented models, also treated as pluggable meth-
ods, augment the model with non-parametric mem-
ory. kNN-MT (Khandelwal et al., 2021) combines
the model prediction and retrieval distribution at
the output layer. Borgeaud et al. (2022) build a
chunk-level memory for language modeling. Chen
et al. (2022) encode questions and answers into
key-value pairs for question answering. In this work,
we aim to combine the merits of both parametric
and non-parametric plugins and propose a new
type of memory for NMT, which explicitly considers
the phrases of different granularities.

3. Background

3.1.

We first give a description of some components
in the Transformer (Vaswani et al., 2017) model.

Transformer Model
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Given the input sentence x, Transformer maps it
into vectors via an encoder:

E = encoder(x) (1)

where E € RIXI*4 and d is the hidden size of the
model. The encoder output is then utilized by the
decoder, which is a stack of several independent
layers. We use D to denote the output of the
i-th decoder layer. Specifically, each decoder layer
firstly employs a self-attention module to model the
dependency between the target-side words:

S = attn(DU-Y, DE-Y DE-))

, 4 , (@)
Lgl) = layernorm( D~ 4 8()
where attn(Q, K, V) is the multi-head attention and
layernorm is the layer normalization.
After that, a cross-attention module is adopted
to integrate the source-side information:

C = attn(L{" E,E)

: . 3

Lg) = layernorm( ng) +C) ©

The output of the cross-attention module is then

projected with a feed-forward layer. The decoder

output is finally used to estimate the probability

P(y|x;0), where y is the target sentence and 6
denotes the set of model parameters.

3.2. Style Customization in NMT

Similar to generating images with specific styles
(Jing et al., 2022; Ruiz et al., 2023), style customiza-
tion in NMT means outputting translations with user-
specified styles (Michel and Neubig, 2018; Syed
et al., 2020). For example, we want to generate
translations in Shakespeare style in a Zh-En trans-
lation task. A simple example is as follows.

Zh:  LEFHEW, FGTRAOERE!

En (G): Oh God, please grant me strength!

En (S): Oh Lord, do thou endow me with
thy might!

“En (G)” denotes the output of vanilla translation
model, and “En (S)” denotes the output of style-
customized translation model using Shakespeare
corpus. The underlined expressions are typical
representations of Shakespeare style.

The task most closely related to style customiza-
tion in NMT is author-stylized rewriting (Syed et al.,
2020; Singh et al., 2021), which aims to rewrite a
given text in the style of a specific author. Syed
et al. (2020) sum up the user or author style into
three levels, namely surface level, lexical level, and
syntactic level styles (Syed et al., 2020). These lev-
els capture subtle differences in punctuation, word

usage, and even sentence construction unique to
individual authors, thereby making author-stylized
rewriting a challenging task. Style customization
in NMT not only shares the same challenges as
author-stylized rewriting, but it must also simulta-
neously translate the provided text into the target
language, presenting its own unique challenges.

4. Approach

4.1.

In this work, we aim to enable NMT users to control
existing NMT models by simply providing some
examples. To this end, we propose a memory-
augmented adapter to help NMT models imitate
the user-provided text samples. Specifically, we
propose the multi-granular memory that can better
leverage multi-scale patterns, which have proven
to be important for NMT (Li et al., 2022). We also
propose a new adapter (i.e., memory-augmented
adapter) to integrate external memory into NMT
models. We will explain how to construct and utilize
the memory in the following two subsections.

Overview

4.2. Multi-granular Continuous Memory

Our memory needs not only to extract essential
information from user-provided text but also to be
easy to retrieve for models. For the first objective,
we propose to build the memory with parallel phrase
pairs, which reflect the translation pattern required
by the customer. However, it is non-trivial to deter-
mine the granularity of the used phrases. Storing
only short ones may waste a lot of contextualized
information while storing too many long phrases
would make it rocky to match the query and the
memory items. To address this issue, we propose
to construct a multi-granular memory to balance
the amount of contextualized information and the
retrieval difficulty. As shown in Figure 2a, we use
parse trees to extract multi-granular phrases, which
can identify more meaningful boundaries than ran-
dom splitting. The extracted phrases are then trans-
lated by NMT models to form parallel phrase pairs.

For the second objective, we propose to use the
same model to build and utilize the memory. For
each phrase pair, we perform forward computation
to get the continuous representation at each layer
of the involved NMT model. We store the encoder
output E as the source-side memory and the self-
attention output S(¥) at every decoder layer as the
target-side memory. See Eq. (1) and (2) for more
details of the stored representations. Each memory
item is averaged among the representations of all
tokens in a phrase, whose size is d. Figure 2b
shows an example. The reason we extract E and
S(" as our memory is that these representations
are at the same layer where we perform memory
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Figure 2: Construct and integrate memories. (a) We leverage parse trees to obtain multi-granular phrases.
Each monolingual phrase is then translated by NMT models. (b) For each phrase pair, we perform a
forward computation in the teacher-forcing manner and record some intermediate representations into the
memory. (c) lllustration of adapter integration. The adapter retrieve and leverage the memories.
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Figure 3: Memory-augmented adapter architecture.

retrieval. Our motivation is to narrow down the
gap between the memory items and the queries,
making it easier for the model to read the memory.
We focus on using monolingual user-provided
data in this work since parallel data is often un-
available for most requirements. However, our
method can be easily extended for bilingual data,
from which we can automatically extract phrase
pairs based on unsupervised word alignment algo-
rithms (Dyer et al., 2013; Chen et al., 2021).

4.3. Memory-augmented Adapter

Adapter Architecture We propose a new type of
adapter to read memory. The memory-augmented
adapter has 4 inputs: anchor, query, key, and value,
which can be represented as A, Q, K, and V. An-
chors and queries are derived from the frozen NMT
model while keys and values come from the mem-
ory. As depicted in Figure 3, we use an attention

module to generate the retrieved result:
R = softmax(QW,W, K /T)VW,  (4)

where W,, W, W, € R?*? and the retrieved re-
sult R has the same shape with Q. T is a hyper-
parameter to control the sharpness of the retrieval
distribution. To avoid the model being completely
dependent on the retrieved result R that can be er-
roneous in some cases, we also take in an anchor
from the original model, which is combined with R
via a gated fusion module:

A = sigmoid( relu( [A; R]W; )W3)

O=AA+(1-MR ©)

where O is the adapter output, which has the same
shape as the anchor A. W; € R?¥x4 and W, ¢
R¥*1, X is the learned interpolation ratio.

Adapter Integration We apply the memory-
augmented adapter to the self- and cross-attention
modules in the decoder, since these two compo-
nents are important for target-side language mod-
eling and source-side information utilization. At the
i-th decoder layer, we use the self-attention output
S(") as queries to read the target-side memory:

Ogi) = memadapt(S®, S, M,(f)7 Mgi) ) (6)

where memadapt(A,Q,K,V) denotes the
memory-augmented adapter. Mft’) e RN xd
represents the target-side memory, where Nt(”
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denotes the number of items in M{”. The
adapter output O, is then provided to the layer
normalization module:

Lgi’) = layernorm(DC~1) 4 0(111) ) (7)

Similarly, we read the source-side memory in the
cross-attention module:

Og) = memadapt( C®, ng‘)’ M M)

8
Lg) = layernorm( Lgi) + Oéi) ) ®
Figure 2c shows an example. To reduce the
redundancy that a phrase pair would repeatedly
appear in memories at every decoder layer, we
split all the phrase pairs into L parts, where L is the
number of decoder layers. Each layer only stores
one part of phrase pairs.

Training Strategy Inspired by dropout (Srivas-
tava et al., 2014) that can effectively reduce spuri-
ous co-adaptation between model parameters, we
propose a memory dropout approach to prevent
NMT models from being too dependent on some
specific memory items. When training the memory-
augmented adapter, we randomly drop part of the
memory items. Let M be the full memory and M
be the remained memory after memory dropout,
the overall loss can be given by

L= Ln(P(ylx,0,M))

loss using full memory
+ alnn(P(yx,0,M)) (9
loss using dropped memory
+ B Laist( Pylx,0,M), P(y|x,6,M))

loss modeling the agreement

where a and 3 are hyperparameters. Lyr is the
conventional negative log-likelihood. The agree-
ment loss (i.e., Lqis;) (Kambhatla et al., 2022) mea-
sures the distance between two distributions:

1

; (10)

Laist(p, q) (Dxw(plla) + Dxw(qllp))

Extension Since our method does not change
the model decoding, it can also be combined with
the retrieval-based decoding algorithm as shown in
ENN-MT (Khandelwal et al., 2021), which interpo-
lates the model probability with a retrieved distribu-
tion. We call this decoding method NN decoding.

5. Style Customization

5.1. Setup

NMT Model Training In the pluggable scenario,
we should first have an existing NMT model, which

can serve as the foundation for further customiza-
tion. We use the training corpus of the WMT20
Ens2Zh translation task! to train NMT models,
which contains 23.9M sentence pairs. We use
SentencePiece? to preprocess the data and the
sentence-piece model we used is released by
mBART (Liu et al., 2020). The architecture of our
NMT models is Transformer (Vaswani et al., 2017),
whose hidden size is 512 and depth is 6. Please
refer to Section 10.1 in appendix for more details.

Customization Data We evaluate the customiza-
tion effect of our method in two translation direc-
tions: En—Zh and Zh—En. We use the works of
two world-renowned writers as stylized text sam-
ples, including Shakespeare and Lu Xun. Their
works created representative styles for English
and Chinese, respectively. We extract their texts
from the web and then split the data into train-
ing, validation, and test sets. For Shakespeare’s
style, the training set contains 20K English sen-
tences while the validation and test sets contain
500 sentences, respectively. The target-language
(i.e., English) training and validation sentences are
then translated by the NMT model, while the test
set is translated by human translators. For Lu
Xun’s style, the training set consists of 37K sen-
tences while the validation and test sets contain
500 sentences. Similarly, the test set is also trans-
lated by humans while the training and validation
sets are translated by NMT models. The result-
ing corpus is called Machine Translation with Style
Customization (MTSC). We will add more styles in
different languages for MT research in the future.

Memory Construction We first build parse
trees for target-side sentences using Stanford
Parser® and then extract multi-granular phrases.
As mentioned in Section 4.3, we evenly divide the
extracted phrases according to their lengths into L
parts to avoid information redundancy between dif-
ferent layers. We did not store the representations
of phrases longer than a pre-specified threshold
Imaz, Since the occurrence of long phrases is very
low. [,,,.. is set to 10 for Zh and 8 for En.

Adapter Training The general NMT model is
frozen when training the memory-augmented
adapter. We determine the value of the hyper-
parameters based on the validation performance.
Specifically, the temperature in Eq. (4) is set to 0.5.
Boththe awand gin Eq. (9) are setto 5. The memory
dropout rate is set to 0.1. We provide more details
of adapter training in Section 10.1 in appendix.

"https://www.statmt.org/wmt20/translation-task.html
2https://github.com/google/sentencepiece
Shttps://nlp.stanford.edu/software/lex-parser.html
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Table 1: Automatic evaluation for style customization. We highlight the best and second best scores.

Method BLEU(1) Perplexity(|) Classifier Score(1)

En-Zh Zh-En Avg. | En-Zh Zh-En Avg. | En-Zh Zh-En Avg.

Vanilla (Vaswani et al., 2017) 13.7 157 14.7| 459.6 1274 2935| 18.0 284 23.2
“Extreme (Michel and Neubig, 2018) | 16.0 17.7 16.9| 3152 113.7 2145| 374 434 404

Adapter (Houlsby et al., 2019) 16.8 19.4 18.1| 351.1 121.0 236.1| 33.8 58.2 46.0

MT-+Rewrite (Syed et al., 2020) 16.3 157 16.0| 222.4 1275 349.8| 470 284 377

ENN-MT (Khandelwal et al., 2021) 18.9 20.0 19.5| 230.7 98,5 164.6| 422 704 56.3

DExperts (Liu et al., 2021) 13.8 159 14.9| 467.0 1273 297.2| 184 314 249

ChatGPT (OpenAl, 2022) 20.0 13.6 16.8| 620.0 131.8 3759 | 414 246 33.0
‘Memory-augmented Adapter | 20.8 21.1 21.0| 257.8 1109 184.3| 47.0 69.4 58.2

+ kNN decoding 21.3 218 21.6| 199.6 95.1 1474 | 53.2 85.2 69.2

Table 2: Human evaluation for style customization in En—Zh. The comparison is performed between
ENN-MT and our method. “Win" means our method performs better. x denotes Fleiss’ kappa.

Human Content Preservation Sentence Fluency Style Similarity
Win Tie Lose Win Tie Lose Win Tie Lose
Rator 1 64.0% 12.0% 24.0% 61.0% 9.0% 30.0% 69.0% 5.0% 26.0%
Rator 2 64.0% 13.0% 23.0% 57.0% 13.0% 30.0% 63.0% 11.0% 26.0%
Rator 3 67.0% 9.0% 24.0% 62.0% 5.0% 33.0% 71.0% 6.0% 23.0%
~ Avg. | 65.0% 11.3% 23.7% | 60.0%  9.0% 31.0% | 67.7%  7.3% 25.0%
K 0.476 0.446 0.656

Baselines We compare our method with the fol-
lowing representative baselines: Extreme (Michel
and Neubig, 2018), Adapter (Houlsby et al., 2019),
MT+Rewrite (Syed et al., 2020), kNN-MT (Khan-
delwal et al., 2021), DExperts (Liu et al., 2021),
ChatGPT (GPT3.5-turbo-0301; OpenAl, 2022).

Evaluation Metrics We use both automatic and
human evaluation to thoroughly compare them.
The automatic evaluation metrics are as follows:

* BLEU: measuring the translation quality of
model outputs. We use sacreBLEU* (Post,
2018) to estimate the BLEU score.

* Perplexity: measuring the fluency of model out-
puts. We fine-tune a pretrained Transformer
LM (Dai et al., 2019) with stylized text to cal-
culate perplexity.

* Classifier Score: measuring the similarity be-
tween model outputs and the stylized text sam-
ples. We follow Li et al. (2018) to train style
classifiers to quantify the style similarity. The
classifier we used is TextCNN (Kim, 2014). It
can achieve an accuracy of 93.5% for Lu Xun’s
style and 94.5% for Shakespeare’s style. We
use these classifiers to estimate whether the
output is in the desired style.

“English-Chinese: nrefs:1 | case:mixed | eff:no |
tok:zh | smooth:exp | version:2.3.1. Chinese-English:
nrefs:1 | case:mixed | eff:no | tok:13a | smooth:exp |
version:2.3.1.

5.2. Main Results

Automatic Evaluation Table 1 shows the per-
formance of all the involved methods in the style
customization task. When decoding with vanilla
beam search, our method can outperform all the
baselines in terms of BLEU and classifier score
on average, indicating the effectiveness of the pro-
posed memory-augmented adapter in controlling
the output style of NMT models. The perplexity of
ENN-MT is better than ours, but its BLEU score is
much worse. Although ChatGPT customizes the
translation at a small cost, the result is not satisfac-
tory. When combined with kNN decoding, which is
illustrated in Extension in Section 4.3, our method
can be further improved, achieving the best per-
formance across all the three automatic metrics.
These results re-demonstrate that our method is
complementary to kNN-MT.

Human Evaluation We also perform a human
evaluation to assess the translation quality of dif-
ferent methods. We follow previous works (Zhang
et al., 2018; Ke et al., 2019) to ask human evalu-
ators to compare the outputs of different methods.
Since human evaluation is time-consuming and
labor-intensive, we only compare our method with
the strongest baseline (i.e., kNN-MT) in En—Zh.
Note that our outputs used for human evaluation are
generated using vanilla beam search. Following Hu
et al. (2022b), each sentence is evaluated in terms
of content preservation, sentence fluency, and style
similarity. Table 2 shows the results, from which we
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Table 3: BLEU scores in the domain customization task. We highlight the best and second best scores.

Method IT Medical Law Koran Avg.
valid test | valid test | valid test | valid test | valid test
Vanilla 28.1 284 | 264 276 | 36.2 359 109 115 | 254 259
~ Adapter | 30.9 305 | 268 280 | 360 356 | 129 135 | 26.7 269
ENN-MT 28.8 292 | 30.0 323 | 383 384 | 146 151 | 279 2838
~ Memory-augmented Adapter | 31.2 31.1 | 30.0 320 | 375 373 | 147 153 | 284 289
+ kNN decoding 305 314 | 31.3 335 | 388 38.6 | 157 16.5 | 29.1 30.0

201 —e— Ours
KNN-MT
181 Extreme
MT+Rewrite

161

BLEU

144
124
10

0.25k 0.5k 1k 2k 4k 8k
Data Size (#sent.)

16k 32k

Figure 4. Performance of style customization at
different data scales. “Ours” does not use kNN
decoding.

find our approach performs better than the baseline
in all the three evaluation aspects. The agreement
of the three human evaluators is estimated through
Fleiss’ kappa (Fleiss, 1971) and the results demon-
strate moderate agreement (0.4 < x < 0.6) in terms
of both content preservation and sentence fluency
and good agreement (0.6 < « < 0.8) regarding
style similarity.

5.3. Performance at Different Data Scales

In some cases, the user-provided data can be of
extremely small scale (Michel and Neubig, 2018).
We thus investigate the performance of the in-
volved methods using customization data of dif-
ferent scales. Figure 4 shows the results. Our
memory-augmented adapter consistently outper-
forms the baselines at different data scales, even
with only 250 exemplary sentences. These results
show that our method can be applied to extremely
low-resource adaptation scenarios.

6. Domain Customization

6.1. Setup

NMT Model Training We train the NMT model
using the WMT14 De-En training corpus®, including
4.5M sentence pairs. The training data is prepro-
cessed in the same way as style customization.

Shttps://www.statmt.org/wmt14/translation-task.html

Customization Data To evaluate the perfor-
mance in the domain customization setting, we fol-
low previous works (Aharoni and Goldberg, 2020;
Zheng et al., 2021) to use a multi-domain dataset,
which includes four domains: IT, Medical, Law and
Koran. To simulate real-world user customization
where the user-provided data is often of small scale,
we randomly select 20K sentences for IT, Medical,
and Law, and use all the 18K sentences for Koran.
We also use only the target-side training data to
simulate real-world cases and use NMT models to
generate synthetic parallel data. All the validation
and test sets are authentic parallel data.

Memory Construction and Adapter Training
We filter phrases longer than 10 during memory
construction. For adapter training, T is set to 0.1
for Medical and Law, and 0.5 for the other two do-
mains. Both « and s are set to 5 on all the four
domains. The memory dropout rate is set to 0.1.

Baselines We compare our proposed method
with two representative pluggable domain adapta-
tion baselines: adapter (Houlsby et al., 2019) and
ENN-MT (Khandelwal et al., 2021).

6.2. Main Results

The adaptation performance on different domains
is shown in Table 3. On average, our method can
outperform the two baselines even without kNN
decoding, demonstrating the effectiveness of our
motivation to boost parametric plugins with external
memory. When combined with kNN decoding, our
method can achieve better results on Medical, Law,
and Koran. Using kNN decoding, our method can
improve 3.1 and 1.2 BLEU scores over Adapter and
ENN-MT on the test sets, respectively.

6.3.

A concern for retrieval-augmented methods is that
they may significantly slow down the inference pro-
cess. As shown in Figure 5, our method is slower
than Adapter, but the difference between the two
methods becomes very slight when using big batch
sizes. For instance, our inference time is only 1.15
times that of Adapter with a batch size of 128. Our

Inference Time
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Figure 5: Inference time reported on the IT domain.
“Ours” is not combined with kNN decoding.

method is also comparable to kNN-MT. In particu-
lar, when the batch size is set to 128, our method
is slightly faster than kNN-MT. When also using
kNN decoding, our method is slightly slower than
ENN-MT (i.e., 41.1s vs. 39.1s with batch size
= 128). We implement the kNN algorithm with
Faiss—gpu (Johnson et al., 2017) to accelerate
the retrieval process.

7. Discussion

7.1.

We conduct thorough ablation studies to better un-
derstand the effect of the proposed components.

Effect of Different Components

Granularity Distribution As mentioned in Sec-
tion 4.2, we divide all the phrase pairs into several
different parts to reduce the redundancy of infor-
mation among the decoder layers. Our basic idea
is that a certain phrase pair only needs to appear
in one layer of the decoder. The phrase pairs are
divided according to their lengths. We investigate
three ways to distribute the phrase pairs to the de-
coder layers: (1) long-to-short where the phrase
length decreases from the bottom layer to the top
layer; (2) short-to-long where the phrase length
increases from the bottom layer to the top layer;
and (3) random where the memory item of a cer-
tain phrase pair is stored by a randomly selected
layer. Figure 6 shows the results of the three ways,
where we find short-to-long achieves the best per-
formance. We think the reason is that different
layers may carry various types of linguistic proper-
ties in the Transformer model (Voita et al., 2019),
which requires information of different granulari-
ties. When reading the memory, queries from lower
layers may contain less contextualized informa-
tion (Hewitt and Liang, 2019), thus short phrases
are more suitable for them. At higher layers, long
phrases that can provide more contextualized infor-

Long-to-Short
5.861 Random
—— Short-to-Long
5.821
@
[e]
—
5.781
5.741
5.70

1k 4k 7k 10k 13k 16k 19k
Training Steps

Figure 6: Effect of granularity distribution across the
decoder layers. Each curve denotes the validation
loss in the En-Zh style customization task. We only
use the vanilla NLL loss to rule out the effect of
the training strategy. “Long-to-Short”: lower layers
store the representations of longer phrases while
higher layers store the representations of shorter
layers. “Random”: each phrase pair is stored in
a randomly selected layer. “Short-to-Long”: lower
layers store shorter phrases while higher layers
store longer phrases.

Table 4: BLEU scores when using different memory
dropout. The results are reported on the validation
set in the En-Zh style customization task.

Method BLEU

No memory dropout 18.2
+ item-level memory dropout 18.2

+ layer-level memory dropout 18.6

mation performs better. We thus use short-to-long
as the default setting.

Effect of Memory Dropout We investigate the
performance of two types of memory dropout: (1)
item-level memory dropout that drop each item with
a certain probability; and (2) layer-level memory
dropout that drop all the memories at a decoder
layer with a certain probability. Table 4 shows the
results, where all the models are trained using the
overall loss function (i.e., £ in Eq. (9)). We find the
layer-level memory dropout performs better. There-
fore, we use layer-level memory dropout by default.

Effect of Memory Granularity To validate the
necessity of building memory in a multi-granular
form, we compare the performance of single- and
multi-granular memories. Figure 7 shows the re-
sults, where we find using multi-granular memory
can achieve lower validation loss, indicating the ef-
fectiveness of our method. We use multi-granular
memory in other experiments by default.
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Figure 7: Comparison between single-granular and
multi-granular. Each curve is plotted on the vali-
dation set in the En—Zh style customization task.
“Only-x": only using phrases of length x to build the
memory. “Ours”: using the multi-granular memory.

Table 5: Analysis of memory usage.

Method BLEU
Ours 18.6
~ —gatedfusion | 183
— source-side memory 16.5
— target-side memory 16.1

Analysis of Memory Usage Table 5 shows the
effect of different components that are related to
memory usage. Firstly, we notice that the gated
fusion mechanism has a positive effect on transla-
tion quality, indicating the necessity of learning an
input-dependent interpolation ratio between origi-
nal model representations and retrieved results. In
addition, we observe that there is a significant per-
formance drop when using only either the source-
or target-side memory. These results demonstrate
that building parallel memory using phrase pairs is
very useful.

Effect of Integration Layers We also integrate
the memory into different layers to better under-
stand our method. Table 6 shows the results, from
which we find using the memories at all layers per-
forms best and higher layers tend to be more im-
portant than lower layers. A potential reason is that
memories at higher layers contain more contextu-
alized information.

7.2. Comparison with Fine-tuning

Although our goal in this work is to better build plug-
gable NMT models, our method is not only limited
to this setting. For instance, the proposed memory-
augmented adapter can also be used when the
NMT model is not frozen (i.e., fine-tuning (Luong
and Manning, 2015)). Table 7 shows the results,
where we observe that our method can also im-

Table 6: Model performance when integrating mem-
ory into different layers. "v'": equipped with the

memory. "-": not equipped with the memory.

Selected Layers
L1 L2 L3 L4 L5 L6
- - - - - 15.1
15.5
- - 15.6
16.2
- 16.9
18.6
17.5
17.2
17.2
17.2
16.4

BLEU

NN NN
NN NN

NN

Table 7: Performance of fine-tuning all model pa-
rameters on the test set of En-Zh style customiza-
tion.

Method BLEU PPL Class.
Transformer 13.7 459.6 18.0
" Fine-tuning | 223 2555 512
+ Mem.-Aug. Adapter | 23.2  250.6 50.4

prove the performance of fine-tuning. This result
implies that the external memory may provide es-
sential information that is complementary to that
stored in model parameters.

8. Conclusion

In this work, we propose a memory-based adapter
to build pluggable NMT models, which can let the
users customize the generation behavior of NMT
models by simply providing some text samples. We
improve both the memory design and utilization
to help existing models better adapt to the user-
demanded styles or domains. Experiments demon-
strate the superiority of our proposed method over
several representative baselines. By changing the
memory format, we believe our method can be ap-
plied to some other sequence generation tasks.
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10. Appendix

10.1.

NMT Model Training We use WMT14 (Bojar
et al., 2014) De-En and WMT20 (Barrault et al.,
2020) Zh-En training data to train NMT models.
For all the involved language pairs (i.e., En-Zh, Zh-
En, and De-En), we train the Transformer model
using the following hyper-parameters. All the mod-
els are optimized by Adam (Kingma and Ba, 2014),
with 8; = 0.9, 8, = 0.98 and ¢ = 10~°. We train
each model for 200K iterations on 4 NVIDIA A100
GPUs, where the training speed is 8.5 iterations
per second. We use the learning schedule pre-
sented in Vaswani et al. (2017), with a maximum
learning rate of 7e-4 and the warm-up step is 4K.
Each mini-batch contains 32K tokens in total. Both
the dropout rate and the label smoothing penalty
are set to 0.1. During inference, the beam size is
4. For En-Zh and Zh-En, the NMT models have
253.9M parameters. For De-En, the model has
198.3M parameters.

Training Details

Adapter Training We train the proposed memory-
augmented adapter for 20K iterations. The max-
imum learning rate is set to 2e-4 and we restart
the learning rate schedule when training adapters.
Each mini-batch contains 8K tokens. Each experi-
ment is conducted through a single run. We tune
the values of the hyperparameters on the validation
set through grid search.

kNN Decoding To apply kNN decoding to our
method, we should firstly build a datastore in the
same way as that illustrated in Khandelwal et al.
(2021) using our model augmented with the pro-
posed adapters. We use the open-sourced imple-
mentation of kNN decoding.®

®https://github.com/urvashik/knnmt

12806


https://papers.nips.cc/paper/2017/file/3f5ee243547dee91fbd053c1c4a845aa-Paper.pdf
https://papers.nips.cc/paper/2017/file/3f5ee243547dee91fbd053c1c4a845aa-Paper.pdf
https://doi.org/10.18653/v1/D19-1448
https://doi.org/10.18653/v1/D19-1448
https://doi.org/10.18653/v1/D19-1448
http://arxiv.org/abs/2102.10243
http://arxiv.org/abs/2102.10243
http://arxiv.org/abs/2102.10243
https://doi.org/10.18653/v1/2021.findings-acl.422
https://doi.org/10.18653/v1/2021.findings-acl.422
https://doi.org/10.18653/v1/2021.findings-acl.422
https://www.ijcai.org/proceedings/2021/0547.pdf
https://www.ijcai.org/proceedings/2021/0547.pdf
https://www.ijcai.org/proceedings/2021/0547.pdf
https://doi.org/10.18653/v1/2021.naacl-main.276
https://doi.org/10.18653/v1/2021.naacl-main.276
https://doi.org/10.1162/tacl_a_00371
https://doi.org/10.1162/tacl_a_00371
https://doi.org/10.18653/v1/D18-1049
https://doi.org/10.18653/v1/D18-1049
https://doi.org/10.18653/v1/2021.findings-emnlp.358
https://doi.org/10.18653/v1/2021.findings-emnlp.358

10.2. Details on Baselines

In this subsection, we provide the essential details
of the baselines in this work:

» Adapter (Houlsby et al., 2019): we use the
same adapter architecture as presented in
Houlsby et al. (2019). The training hyperpa-
rameters are the same as our method, exclud-
ing some newly introduced hyperparameters
(e.g, @ and ). The default dimension of the
hidden layer is set to 64, following Houlsby
et al. (2019). Since our method use more pa-
rameters than Adapter, we also train a larger
adapter to assimilate the parameter count,
whose hidden dimension is set to 512. The
bigger adapter still performs worse than our
method (16.9 vs. 20.8 in terms of BLEU), in-
dicating that our performance improvement is
not totally caused by the larger adapter size.

* MT+Rewrite (Syed et al., 2020): we train a
rewriting model to refine the output of the NMT
model. Specifically, we fine-tune a pretrained
encoder-decoder model to transfer the model
outputs into stylized texts.

* ENN-MT (Khandelwal et al., 2021): there are
mainly three hyperparameters that have a sig-
nificant impact on performance: k, T, and \.
We tune the hyperparameters on the validation
set. For style customization, k = 128, T' = 30
and A = 0.7 in En-Zh. In Zh-En, k£ =16, T =
40 and X = 0.6. For domain customization, &
= 16 across all the four domains. T = 4 in IT,
Medical, and Law. T = 40 in Koran. X is tuned
to be 0.2, 0.3, 0.3, 0.6 in IT, Medical, Law, and
Koran, respectively.

» DExperts (Liu et al., 2021): we should learn
two independent language models, of which
one language model serves as an expert and
another one is an anti-expert. The expert
model is fine-tuned on the user-provided data
while the anti-expert is trained on the general
domain data. « is tuned on the validation set
and the final value is 0.2.

10.3. Case study

We place some translation examples in Table 8 to
provide a better understanding of the difference
between the involved methods. There are 6 sen-
tences from short to long. We can find that our
method always outputs better translations. Also,
kNN-MT is not always better than Adapter, see the
3-rd and 4-th cases.

Syed et al. (2020) believe that the author-style
can be understood at three levels, from punctua-
tion, word usage to syntax (Syed et al., 2020). In
our cases, we can find that our method can learn

to generate author-style better in different granular-
ities. From case 2, our method correctly translates
the phrase “build the tower” to “i&3%” while the other
methods translate it to “/& % or “HEiE FIELE”. Al-
though the meaning is the same, our translation
is closer to the expression style of the original au-
thor/user. Similarly, our method properly translates
the word “call” to “Iift” while the other methods
translate it to “¥TH,1%” or “MY” in case 3. Also, our
method translates the phrase “that night” to “Bl#%”
while the other methods translate it to “A8—H” or
“fE7X” in case 4. Furthermore, it can also be easily
found that our method can generate similar sen-
tences that have similar syntactic styles. From case
1 and case 6, we can see that the sentence gener-
ated by our method is more similar to the reference
in terms of sentence segmentation.

These cases from lexical level to syntactic struc-
ture also demonstrate the rationality and effective-
ness of our multi-granularity memory design.

10.4. Application to Larger Model

We also conduct experiments on a model of a larger
scale, whose hidden size is 1024 and parameter
size is 596.0M. On the test set of En-Zh style cus-
tomization, our memory-augmented adapter (with-
out kNN decoding) outperforms Adapter (Houlsby
et al., 2019) by 2.9 BLEU and kNN-MT (Khandel-
wal et al., 2021) by 2.2 BLEU. This demonstrates
that our method is also effective when the model
size is larger. How to apply our method to larger
models deserves further exploration.
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Table 8: Case study on En-Zh style customization. For clarity, we only choose the representative baselines
(i.e., Adapter (Houlsby et al., 2019) and kNN-MT (Khandelwal et al., 2021)) for comparison.

Source So biological truth is by no means a talisman for polygamy.

Adapter Fi, EYFEEERTZE—REZEHT S -

ENN-MT FRLL, P REE, AR —REERE S A -

Ours FRUVAEYS EREE, RRNE—REZNIT S5 -

Reference FTIEWHEAIEIE, RAELEE LAHFF -

Source Could it be that when he built the tower, he didn’t think that the tower would fall down after all.

Adapter MBI RSN, BRNAAE BRI .

ENN-MT i b R RS O MR AR BIIRE AT S B -

Ours MEE MBS AR, SR EIRERREETE4

Reference  FIAEMIEIEHIN 5, FIRAEIIERARERN A -

s It was the morning of the fifth day that everyone dragged him up early in the morning and stood on the

ource I
shore listening to the call.

Adapter XRFELRERE, KX —AKEMICHREER, wiEzE EIrEw.

ENN-MT BoRMER, KX —KEOMAER, whie2 LT EITRIE .

Ours XRFBLRMER, KRELMAER, 2577 EUTE T .

Reference FLEXHELRMER, KK —BEiTMARLE, wh7EE EUTIFL .

s Really, until now, | really haven’t eaten the good beans like that night, and | haven’t seen the good show

ource . .
like that night anymore.

Adapter B, BIHEALE, RSEAERECER—BX T E T, RERRE IR 7 -

ENN-MT By, HEUE, REREIZEERNE T, FMMRE X R 7 -

Ours By, BERUE, REAERAIZEIBOREFNET T, REERE R IR REF T E T -

Reference Ei, —EHIIUE, BEAFRECIIBAETE, MAEREDIBIAEFRT

Source This affair happened at the turn of winter and spring. The wind was not so cold anymore, and | wandered
outside for a longer time; by the time | got home, it had been probably already dark.
XEREAELFELRON AR, RAFIRAR T, RAESNEEH T EKAONE); BB KA B, KR

Adapter BB T .

ENN-MT XREREELHSERR, MNTERAR, HAMT LR, BFHERBNE, KIAMCERIR
T

Ours %%ﬁi?%%Zf,MEKE%ZW,ﬁE%Em@TEﬁ%N@;ﬂﬁﬂ%%ﬁﬁ,ﬁﬁﬁéﬁg

Reference XEAFZAME, NORAXA®R, HWBEAMAINEAAN, FHEEZK, KHOEEE.
For example, to build a railway, if we tell them how beneficial this thing is, they will never listen. If we,

Source according to a myth, tell that previously a great immortal pushed a wheelbarrow over the rainbow, and now
we imitate him to build a road, then everything can be done.
R, BB, WREAEFMUTXFRMER DL, MITMARAEIA, REAT, RiE—

Adapter AR, BRI — NME R EEE R b, ERAN D s — 2%, A4 —Pn#AT LA
FERLT o

NN-MT Byl WREATE RO, BEAEREL A F 5, WITRRNT, aREATRIEMIE R, SEi—1 K
ATHES E NI B, BRZETRATR O i, (R DM T -

Ours BLNEEEE S, ME I T REE Z Rk, MATERAEE, MERITEZHE, SEmi— 0 HR
FIAFI R EFHEERIL, MR fbRIE—RE, A4, —UIEHE AT LU -

Reference TFUIELE —ABkE (HE N MATRIIIMEL, MITHR BT BATIRARIENIE, BEARTERE A

i, EfEEMEEAENE EE, BAERGME SRR, METHAT .
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