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Abstract
Pretrained language models can be applied for various downstream tasks but are susceptible to subtle perturbations.
Most adversarial defense methods often introduce adversarial training during the fine-tuning phase to enhance
empirical robustness. However, the repeated execution of adversarial training hinders training efficiency when
transitioning to different tasks. In this paper, we explore the transferability of robustness within subnetworks and
leverage this insight to introduce a novel adversarial defense method ORTicket, eliminating the need for separate
adversarial training across diverse downstream tasks. Specifically, (i) pruning the full model using the MLM task (the
same task employed for BERT pretraining) yields a task-agnostic robust subnetwork(i.e., winning ticket in Lottery
Ticket Hypothesis); and (ii) fine-tuning this subnetwork for downstream tasks. Extensive experiments demonstrate
that our approach achieves comparable robustness to other defense methods while retaining the efficiency of
traditional fine-tuning.This also confirms the significance of selecting MLM task for identifying the transferable robust
subnetwork. Furthermore, our method is orthogonal to other adversarial training approaches, indicating the potential
for further enhancement of model robustness.
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1. Introduction

Pre-trained language models (PLMs), such as
BERT (Devlin et al., 2019) and RoBERTa (Liu et al.,
2019), have achieved great success in the field of
natural language understanding. Following self-
supervised pre-training on large amounts of data,
these PLMs can achieve superior performance on
a wide range of downstream tasks through fine-
tuning. Such pre-training and then fine-tuning
paradigm significantly enhances the model’s utility
in downstream tasks, particularly in terms of
training time and storage efficiency.

At the same time, PLMs’ vulnerability to adver-
sarial examples has been gradually revealed. A
variety of well-designed adversarial attack methods
prove themselves on many downstream tasks,
threatening the robustness of models prevalently
(Jin et al., 2020; Li et al., 2019; Li et al., 2020). To
improve the empirical robustness while retaining
high accuracy on clean datasets, various adversar-
ial defense methods often require the introduction
of adversarial training during the fine-tuning phase
(Madry et al., 2018; Zhu et al., 2020; Li and
Qiu, 2021; Wang et al., 2021a). However, the
time-consuming and memory-intensive nature of
adversarial training increases the cost of using
these methods in downstream tasks, especially
when transitioning between different tasks.

∗Equal contribution.
† Corresponding authors.

Recently proposed Robust Lottery Ticket Hypoth-
esis suggests the existence of winning tickets (i.e.,
subnetworks) within dense networks corresponding
to downstream tasks (Fu et al., 2021; Zheng
et al., 2022). These winning tickets can achieve
comparable accuracy and superior robustness
compared to the full network. Furthermore, some
works related to Lottery Ticket Hypothesis have
shown structural similarity or transferability of
winning tickets across different downstream tasks
(Chen et al., 2020; Zheng et al., 2022; Xi et al.,
2023). This implies the presence of a robust
super winning ticket within pre-trained models that
is independent of specific tasks and can exhibit
robustness across various downstream tasks.

In this paper, we identify such task-agnostic
robust winning tickets and propose a novel adver-
sarial defense method. We employ importance-
based structured pruning to the self-attention heads
and intermediate neurons, removing portions that
contribute less to the robustness of MLM tasks
and obtaining task-agnostic robust tickets for BERT
models. For various downstream tasks, fine-tuning
the same winning ticket (i.e., the same subnetwork
checkpoint) suffices to attain robustness. Exper-
imental results demonstrate that our adversarial
defense method empowers models to exhibit state-
of-the-art robustness across many downstream
tasks, while preserving the training efficiency of
traditional fine-tuning. At the same time, we
validate the importance of MLM tasks in the search
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for task-agnostic robust tickets. Furthermore, if
adversarial training is applied during the fine-tuning
stage of robust tickets, the model’s robustness can
be further enhanced, indicating the orthogonality
of our method with other adversarial training
techniques. Our codes are publicly available at
Github1.

The main contributions of our work are summa-
rized as follows:

• We validate the robust transferability of lottery
ticket networks and introduce a method to iden-
tify robust winning tickets with transferability
across different tasks.

• Leveraging this task-agnostic robust ticket,
we propose an efficient adversarial defense
method that achieves state-of-the-art robust-
ness across various tasks while maintaining
accuracy and training efficiency. Notably,
this method is orthogonal to other adversarial
training techniques.

• We make the data for these task-agnostic
robust tickets publicly available. This provides
the open-source community with convenient
access to robust models for various tasks,
similar to the checkpoints for pre-trained BERT
models.

2. Methodology

2.1. Revisiting Robust Lottery Ticket
Hypothesis

For a network f(x; θ0) initialized with parameters
θ0, a subnetwork is a network f(x;m ⊙ θ0) with
a binary pruning mask m ∈ {0, 1}d (where ⊙
is the Hadamard product operator and d is the
dimension of θ0). According to Robust Lottery
Ticket Hypothesis proposed by Zheng et al. (2022),
a subnetwork can be defined as a robust winning
ticket of the full network if it achieves the same
performance and better robustness compared with
the full network after undergoing the same training
process. However, the robust winning tickets
obtained through this approach are unstructured
and task-specific.

2.2. Task-agnostic Robust Tickets
Our goal is to extract a task-agnostic robust winning
ticket on pre-trained BERT models. In retrospect,
BERT uses two unsupervised tasks for pre-training,
one is masked language modeling (MLM) and
the other is next sentence prediction (NSP)(Devlin
et al., 2019). But Liu et al. (2019) confirm
that removing the NSP loss matches or slightly

1https://github.com/CiaranZhou/ORTicket

Algorithm 1: Searching on the MLM task
Input: model parameters θ0,

the learning rate η0 for the MLM task
Output: learnable importance coefficients c

1 θ ← θ0, c← 1;
2 repeat
3 θ = θ − η0∇θ(Ladv(θ, c) +R(c));
4 c = c− η0∇c(Ladv(θ, c) +R(c));
5 until the convergence condition in Sec.2.2.2 is

satisfied;
6 return c;

improves downstream task performance, which
means that the MLM task contributes the majority
of the powerful language modeling capabilities of
BERT. Based on this observation, we resort to the
MLM task to obtain task-agnostic robust tickets that
can be used across various downstream tasks.

2.2.1. The Original Architecture of BERT

BERT (Devlin et al., 2019) is a representative of
pre-trained language models in the field of natural
language understading, which is a multi-layer
bidirectional Transformer encoder (Vaswani et al.,
2017). All layers have identical structure: a multi-
head self-attention (MHA) block followed by a feed-
forward network (FFN), with residual connections
around each. In each layer, the MHA consists
of Nh independently parameterized heads. An
attention head h is parametrized by Wh

K ,Wh
Q,W

h
V ∈

Rdh×d, Wh
O ∈ Rd×dh , which represent the matrix of

query, key, value and output respectively. d is the
dimension of input vectors, namely, the hidden size
(e.g., 768) and dh is the dimension of the output of
each head (typically set to d/Nh, e.g., 64). Given
an input x ∈ Rdh×d followed by the output:

MHAori(x) =

Nh∑
h=1

AttWh
K ,Wh

Q,Wh
V ,Wh

O
(x). (1)

The FNN consists of two linear layers which
receives vectors z ∈ Rd from the attention sublayer:

FFNori(z) = GELU(zW1 + b1) ·W2 + b2, (2)

where W1 ∈ Rd×df , W2 ∈ Rdf×d, and df = 4d.

2.2.2. Searching Stage

Learnable Importance Coefficients Recent re-
search reveals that self-attention heads in Trans-
former are redundant (Michel et al., 2019; Voita
et al., 2019). We adopt the pruning method
proposed by Prasanna et al. (2020), which extends
the importance-based structured pruning method
to BERT. Thus, the new form of MHA and FFN
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becomes:

MHA(x) =

Nh∑
h=1

chH ·AttWh
K ,Wh

Q,Wh
V ,Wh

O
(x), (3)

FFN(z) = cF · FFNori(z), (4)

where chH and cF denote the coefficients for the self-
attention head h and the FFN respectively. Also,
a regularizer is needed to limit the importance
coefficients:

R(c) = λH∥cH∥1 + λF∥cF∥1, (5)

where c = {cH, cF}, λH and λF denote regulariza-
tion strength for these two coefficients respectively.
Adversarial Loss Objective To identify the task-
agnostic robust tickets, we perform adversarial
training on the MLM task and introduce an adver-
sarial loss objective:

min
θ,c

E(x,y)∼D max
∥δ∥≤ϵ

L
(
f(x+ δ; θ, c), y

)
︸ ︷︷ ︸

Ladv(θ,c)

,
(6)

where input-output pairs (x, y) come from training
dataset D, δ is the perturbation that is constrained
within the ϵ ball, and L is the cross entropy loss
function. The inner maximization can be solved
by running a number of projected gradient descent
steps (Madry et al., 2018).

Then, the final loss target is obtained by combin-
ing equation (5) and (6):

min
θ,c

Ladv(θ, c) +R(c). (7)

Early-stopping Strategy You et al. (2020) and Xi
et al. (2022) discover that the winning tickets can
be identified in the early training phase and that
the normalized Hamming distance for c between
consecutive miniepochs (1miniepoch = 0.05epoch)
is essentially monotonically decreasing. They
introduce a threshold γ to detect when to end the
ticket searching stage. We follow their approach
to accelerate the process of adversarial training
and apply it to both MHA and FFN. To ensure the
continuity of convergence, we simply set it to end
the searching stage when the normalized Hamming
distance is less than the threshold 5 times in a row.

After training on the MLM task, we obtain
the converged importance coefficients c. Then,
We use them to draw robust winning tickets for
downstream tasks, and fine-tune these tickets
to obtain robustness-enhanced models after re-
initializing the model weights.

2.3. Adversarial Defense with ORTicket
Drawing Stage and Pruning Strategy The self-
attention heads and intermediate neurons with the

Algorithm 2: Drawing and fine-tuning
Input: learnable importance coefficients c, model

parameters θ0, fine-tuning epoch N ,
learning rate η for fine-tuning, pruning
ratios τH and τF for MHA and FFN

Output: Robust Ticket parameters θticket
1 m← 1, c∗H ← the ⌈τHNH⌉-th smallest element in

cH, c∗F ← the ⌈τFNF⌉-th smallest element in cF;
2 foreach H1...HNH ,F1...FNF do
3 if cHi ≤ c∗H then mHi = 0 ;
4 if cFj ≤ c∗F then mFj = 0 ;
5 end
6 θ ← θ0, θticket ←m⊙ θ0;
7 for epoch← 1...N do
8 θticket ← θticket − η∇θticketLCrossEntropy;
9 end

10 return θticket;

smallest importance coefficients are considered
to contribute the least to robustness. Before fine-
tuning the model on the downstream tasks, it
applies a binary mask mHi

∈ {0, 1} to i-th MHA
to prune the unimportant MHA, where 1 ≤ i ≤ NH.
Then, according to the pruning ratio τH, it computes
a cut-off threshold c∗H as the ⌈τHNH⌉-th smallest
element in cH. Finally, a mask mH is created such
that mHi = 0 if cHi ≤ c∗H and mHi = 1 otherwise.
Similarly, the same methodology can be applied to
obtain mF. Followed Xi et al. (2022), we perform
global pruning of the model instead of layer-wise
pruning, and keep at least one self-attention head
for each layer. For different downstream tasks, they
share learned importance coefficients and differ
only in the strength of pruning.
Fine-tuning Stage Fine-tuning ORTicket is the
final step in the adversarial defense process. After
pruning the self-attention heads and intermediate
neurons, we re-initialize the model. By default,
we conduct standard parameter fine-tuning on
ORTicket in downstream tasks. Additionally, as
the extraction of ORTicket occurs before the fine-
tuning phase, it is orthogonal to adversarial training
methods applied during fine-tuning. This means
we can also subject ORTicket to fine-tuning with
adversarial training.

2.4. A Brief Review
First of all, our adversarial defense method per-
forms adversarial training of the pre-trained BERT
models on the MLM task to show which parts of
the model are robust. This constitutes the process
of obtaining ORTicket, as depicted in Algorithm 1.

Then different pruning ratios are set according to
different downstream tasks and the corresponding
robust winning tickets are drawn. Finally we
perform traditional fine-tuning of the robust tick-
ets. This represents the process of implementing
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adversarial defense using ORTicket, as illustrated
in Algorithm 2.

3. Experimental Settings

In this section, we conduct several experiments
to demonstrate the effectiveness of our defense
method over multiple NLP tasks.

3.1. Backbone and Datasets

We employ widely used BERTBASE as the back-
bone model which implemented by Huggingface
Transformers 2 (Wolf et al., 2020) library. It has
12 Transformer blocks, 12 self-attention heads,
3,072 intermediate neurons per layer and 109M
parameters in total.

In our experiments, we consider two popular text
classification datasets: Internet Movie Database
(IMDb) (Maas et al., 2011) and AG News corpus
(AG News) (Zhang et al., 2015). The first one
is binary sentiment analysis tasks that classify
reviews into positive or negative sentiment, and
the other one is a classification task in which
articles are categorized as world, sports, business
or sci/tech.

Additionally, we introduce three tasks from
the GLUE benchmark (Wang et al., 2019) as a
supplement: sentiment analysis (SST-2), natural
language inference(QNLI), question paring(QQP).

3.2. Baselines

We compare our method (ORTicket) against stan-
dard fine-tuning and four competitive adversarial
defense methods applied during the fine-tuning
stage. (1) Vanilla (Devlin et al., 2019): Full
parameter fine-tuning on downstream tasks without
employing any defensive measures. (2) PGD
(Madry et al., 2018): Projected gradient descent
formulates adversarial training algorithms into
solving a min-max problem that minimizes the
empirical loss on adversarial examples that can
lead to maximized adversarial risk. (3) FreeLB
(Zhu et al., 2020): An enhanced gradient-based
adversarial training method which is not targeted
at specific attack methods. (4) InfoBERT (Wang
et al., 2021a): A learning framework for robust
fine-tuning of PLMs from an information-theoretic
perspective. (5) RobustT (Zheng et al., 2022):
Robust Lottery Ticket Hypothesis finds the full PLM
contains subnetworks, i.e., robust tickets, that can
achieve a better robustness performance.

2https://github.com/huggingface/transformers

3.3. Attack Methods
Three well-received attack methods are adopted
to evaluate our method against baselines. (1)
TextFooler (Jin et al., 2020) identifies the words in
a sentence which is important to the victim model,
and then replaces them with synonyms that are
semantically similar and syntactically correct until
the model’s prediction for that sentence changes.
(2) TextBugger (Li et al., 2019) generates mis-
spelled words by using character-level and word-
level perturbations. (3) BERT-Attack (Li et al.,
2020) generates adversarial samples using pre-
trained masked language models exemplified by
BERT, which can generate fluent and semantically
preserved samples. We use TextAttack 3 toolkit
to implement these attack methods in adversatial
attack experiments.

3.4. Evaluation Metrics
In our experiments, we assessed the experimental
methods from two perspectives: robustness and
training efficiency.
Robustness Evaluation The evaluation metrics
for robustness are as follows: Clean accuracy
(Clean%) denotes the accuracy on the original test
dataset. Accuracy under attack (Aua%) represents
the accuracy under adversarial attacks. Attack
success rate (Suc%) represents the proportion of
texts successfully perturbed by an attack method
out of the total number of texts attempted. Number
of queries (#Query) refers to the average number
of queries made by the attacker to the victim
model. For the same attack method, models
with higher robustness are expected to exhibit
higher clean accuracy, accuracy under attack,
number of queries, and lower attack success rate
in robustness evaluations.
Training Efficiency Evaluation Training time
(Speedup) represents the relative training speed,
with the training speed of FreeLB recorded as
1×. Trainable parameters (Params) represent the
number of parameters that can be optimized during
the training process. All experiments are performed
on the GeForce RTX 2080Ti platform.

3.5. Implementation Details
For the baseline methods, we re-implement them
using their open source code and report their
competitive results. Clean% is tested on the
whole test set. Aua%, Suc% and #Query are
evaluated on the whole test dataset for SST-2, and
1,000 randomly chosen samples for other datasets.
We employ FreeLB for adversarial training in the
searching stage because of its efficiency compared
to PGD and its better performance compared to

3https://github.com/QData/TextAttack
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Dataset Method Clean% TextFooler TextBugger BERT-Attack
Aua% Suc% #Query Aua% Suc% #Query Aua% Suc% #Query

IMDb

Vanilla 92.2 28.4 69.2 1550.3 41.6 54.9 1144.7 25.3 72.6 2864.1
PGD 93.2 30.2 67.6 1562.8 41.6 55.4 905.8 21.8 76.6 2114.6
FreeLB 93.2 35.0 62.4 1736.9 53.0 43.1 1110.9 29.0 68.9 2588.8
InfoBERT 93.3 49.6 46.8 1932.3 53.8 42.3 1070.4 47.2 49.4 3088.8
RobustT 91.8 58.6 36.2 1994.7 63.6 30.7 1153.3 58.0 36.8 3120.2
ORTicket 91.4 61.6 32.6 1972.9 68.0 25.6 1334.1 60.6 33.7 3999.3

AG News

Vanilla 94.6 28.6 69.8 383.3 45.2 52.2 192.5 17.6 81.4 556.0
PGD 95.0 36.8 61.3 414.9 56.4 40.6 201.8 21.6 77.3 616.1
FreeLB 95.0 34.8 63.4 408.5 54.2 42.9 210.3 20.4 78.5 596.2
InfoBERT 94.5 33.8 64.2 395.6 49.6 47.5 194.1 23.4 75.2 618.9
RobustT 94.9 35.2 62.9 415.6 49.0 48.4 206.9 21.8 77.0 617.5
ORTicket 94.4 43.0 54.4 416.1 52.7 44.2 266.0 35.7 62.2 720.0

SST-2

Vanilla 91.6 8.0 91.3 97.6 32.5 64.5 53.4 29.4 67.9 49.7
PGD 92.0 9.2 90.0 117.4 40.6 55.9 52.7 44.2 52.0 72.0
FreeLB 91.8 21.9 76.1 130.0 43.3 52.8 57.1 46.5 49.3 74.1
InfoBERT 92.0 13.0 85.9 116.4 41.5 54.9 52.3 43.5 52.7 70.9
RobustT 90.9 21.0 76.9 124.2 34.6 61.9 60.9 43.6 52.0 79.4
ORTicket 90.8 29.7 67.3 135.0 42.3 53.4 67.3 46.6 48.7 79.6

QNLI

Vanilla 91.6 5.8 93.7 182.0 10.2 88.9 112.3 18.6 79.7 174.3
PGD 90.9 16.6 81.7 234.6 15.8 82.6 147.0 19.2 78.9 260.3
FreeLB 91.1 21.8 76.1 249.0 22.0 75.9 153.0 26.8 70.6 284.5
InfoBERT 91.5 20.5 77.6 244.5 15.0 83.6 119.1 19.5 78.7 209.1
RobustT 91.5 22.2 75.7 231.7 21.4 76.6 125.0 26.4 71.1 260.1
ORTicket 90.9 30.9 66.0 259.1 29.6 67.4 157.6 33.3 63.4 293.7

QQP

Vanilla 91.2 29.2 68.0 172.4 30.6 66.4 99.3 26.2 71.3 124.4
PGD 91.3 17.0 81.4 164.9 22.6 75.2 83.3 33.2 63.6 132.8
FreeLB 91.4 32.8 64.0 180.9 31.2 65.9 102.9 42.6 53.4 212.1
InfoBERT 91.9 34.4 62.6 174.2 35.9 60.9 90.1 37.0 59.7 134.9
RobustT 91.4 37.6 58.9 183.8 37.8 58.6 108.3 42.8 53.2 195.7
ORTicket 91.0 36.3 60.1 185.8 36.7 59.7 107.1 40.6 55.4 192.4

Table 1: Experimental results of adversarial robustness evaluation on BERTBASE. The best performance
is marked in bold and underline; the second is marked in bold. A robust model should exhibit high
Aua% and #Query, while maintaining low Suc%. Our method demonstrates matching or even higher
adversarial robustness compared with baselines. It is worth noting that ORTicket results are obtained by
fine-tuning on different downstream tasks using the same checkpoint without doing task-specific training.

FreeAT (Shafahi et al., 2019) and YOPO (Zhang
et al., 2019). In the searching stage, we choose
an open source dataset wikitext-2-raw-v1 (Merity
et al., 2017) and train only 1 epoch on the MLM
task. We set the early-stopping threshold γ to 0.1
following Xi et al. (2022). In the drawing stage, the
pruning ratio for self-attention heads is set to 1/6.
The pruning ratio for intermediate neurons is set
to 0.2 or 0.3 according to the specific tasks. In the
fine-tuning stage, we set the training epoch to 10
for all methods, which is a trade-off between time
consumption and performance.

4. Results and Discussion

In this section, we illustrate the effectiveness and
efficiency of our method with experimental results.

4.1. Main Results
Robust Evaluation The robustness evaluation
results of our method and other baselines are
shown in Table 1. We can observe that: (1) Across

5 tasks × 3 attack methods, ORTicket achieves
high adversarial robustness and only a small drop
in accuracy on clean datasets; (2) As a task-
agnostic adversarial defense method, our method
is not inferior to task-specific adversarial defense
methods on most tasks; (3) As a structured task-
agnostic lottery ticket, ORticket performs on par
with non-structured task-specific RobustT.

Training Efficiency Evaluation We compare the
training speed of our method with traditional fine-
tuning and FreeLB on datasets of 5 different tasks,
as shown in Table 2. ORTicket is 6× ∼ 8× faster
than the most widely used adversarial defense
method, FreeLB, for training. Benefiting from
the reduction of redundant trainable parameters,
our method achieves robustness while being
faster than traditional fine-tuning. It is also
memory-efficient, which means that fine-tuning of
downstream tasks can be deployed on devices with
less memory.
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Dataset Method Speedup Params

IMDb Vanilla 6.4× 109M

ORTicket 8.3−1.5× 87M

AG News Vanilla 5.2× 109M

ORTicket 6.9−0.5× 87M

SST-2 Vanilla 6.2× 109M

ORTicket 7.7−1.1× 93M

QNLI Vanilla 5.5× 109M

ORTicket 7.9−0.8× 87M

QQP Vanilla 6.6× 109M

ORTicket 8.1−0.2× 93M

Table 2: Training speedup results of BERTBASE on
five datasets. Speedup means training speedup,
which is reported against adversarial training
method FreeLB. The subscripts represent the case
where the time consumed in the searching stage
is taken into account. Params is the number of
all trainable parameters of the model. ORTicket
achieves sizable training accelerations compared
to both vanilla and robust baselines.

Dataset Method Clean Aua%
Fooler Bugger BERT

IMDb

Vanilla Ticket 91.3 25.3 32.3 35.7

w/ FreeLB 90.9 35.7 42.3 44.0

ORTicket 91.4 61.6 68.0 60.6

w/ FreeLB 91.4 73.4 73.6 69.8

AG News

Vanilla Ticket 94.2 21.2 36.4 16.8

w/ FreeLB 94.7 33.0 52.2 29.2

ORTicket 94.4 43.0 52.7 35.7

w/ FreeLB 95.1 45.4 55.8 36.9

QQP

Vanilla Ticket 90.9 27.2 28.0 33.8

w/ FreeLB 91.0 34.4 35.2 44.4

ORTicket 91.0 36.3 36.7 40.6

w/ FreeLB 91.3 38.6 38.6 44.8

Table 3: Orthogonal experimental results of
robustness evaluation on BERTBASE. In the
searching stage, Vanilla Ticket (without adversarial
training) and ORTicket (with FreeLB) can be
obtained by pruning the full model. In the fine-
tuning stage, adversarial training methods can be
applied to the robust ticket to further improve the
robustness.

4.2. Ablation Study and Orthogonality
Exploration

We separately investigate the impact of the adver-
sarial loss objective during the searching stage
on the performance of ORTicket and whether the
adversarial training can further enhance model
robustness during the fine-tuning phase.

As shown in Table 3, the experimental results
indicate the necessity of the adversarial loss
objective for ORTicket, as it assists in the extraction
of robust tickets during the ticket searching stage.
The accuracy on clean datasets is not influenced

by the introduction of the adversarial loss objective,
and only decreases a little on some datasets.

As an adversarial defense method applied prior
to the fine-tuning stage, ORTicket can introduce
adversarial training during fine-tuning to further
enhance model robustness. This demonstrates the
orthogonality of ORTicket with other adversarial
training methods, and how they complement each
other’s effects.

4.3. Different Tasks to Search for
Universal Robust Tickets

In Sec.2.2, we analyze the pre-training task of
BERT and empirically select the same, i.e. Masked
Language Modeling task, as the task used in
the transferable robust tickets searching stage.
Here we investigate whether other tasks have
comparable generalization capabilities to MLM
tasks for downstream performance.

From Table 4, we can notice that: (1) For the
same downstream task, using the MLM task in the
search phase of ORTicket is even better than the
task itself in most cases; (2) For the same task
used to search for ORTicket, the MLM task shows
better robust generalization on the downstream
tasks than the other tasks; (3) The choice of tasks
in the search phase of the generic robust tickets
has little impact on the accuracy of the model on
clean datasets on downstream tasks.

Therefore, we can draw a simple conclusion
that utilizing the MLM task allows the model to
exhibit not only accuracy generalization on clean
datasets but also robust generalization in the face
of adversarial perturbations.

4.4. Different Encoder Models
To verify whether ORTicket exists in other encoder
models, we conducted a preliminary exploration
using RoBERTaBASE(Liu et al., 2019). 4

As shown in Table 5, undergoing regular fine-
tuning in downstream tasks, ORTicket within
RoBERTa consistently achieves superior robust-
ness performance compared to standard fine-
tuning. It even outperforms adversarial training
methods in most cases.

For BERT and RoBERTa, we conducted separate
analyses of their ORTickets. As shown in Figure 1,
in BERT models, some intermediate layer heads
are consistently pruned, while this phenomenon is
alleviated in RoBERTa. This may offer an explana-
tion for RoBERTa’s superior robustness compared
to BERT when considering that BERT contains

4Due to constraints on computational resources and
time, we do not conduct an extensive hyperparameter
search on RoBERTaBASE. There is still potential for
improvement in our method.
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Clean% Aua% Clean% Aua% Clean% Aua% Clean% Aua% Clean% Aua%
MLM 90.8 29.7 90.9 30.9 91.0 36.3 91.4 61.6 94.4 43.0

SST-2 92.8 28.8 90.8 11.6 91.2 26.2 91.9 22.4 94.4 16.6

QNLI 90.7 10.4 91.4 22.5 90.9 32.8 91.2 34.8 94.2 22.0

QQP 91.3 15.0 90.8 15.8 90.9 32.6 91.8 28.0 94.3 17.0

IMDb 91.3 15.0 91.2 4.6 91.1 30.4 91.6 58.2 94.4 33.0

AG News 91.2 16.6 90.9 11.6 91.2 27.2 91.8 1.4 94.2 36.0

BERTBASE 91.6 8.0 91.6 5.8 91.2 29.2 92.2 28.4 94.6 28.6

SST-2 QNLI QQP IMDb AG News

Table 4: Different tasks to search for transferable robust tickets. The best performance is marked
in bold and underline; the second is marked in bold. BERTBASE represents the results of traditional
fine-tuning using BERTBASE on different downstream tasks. The left column is the searching source task
and the bottom column is the destination downstream task. The robust ticket extracted by MLM task (i.e.,
ORTicket) shows better generalization on various downstream tasks than the other tasks.

Dataset Method Clean% Aua%
Fooler Bugger BERT

IMDb
Vanilla 93.7 39.9 50.4 33.2

FreeLB 93.9 45.0 56.2 56.8

ORTicket 92.5 70.0 72.0 68.2

AG News
Vanilla 94.6 39.6 53.4 31.1

FreeLB 95.3 47.6 61.2 40.2

ORTicket 94.8 39.8 54.8 34.0

SST-2
Vanilla 94.3 18.2 42.2 11.2

FreeLB 94.8 18.6 45.8 13.4

ORTicket 92.2 23.8 45.0 18.4

QNLI
Vanilla 92.0 7.3 13.3 2.3

FreeLB 92.6 14.2 21.8 7.4

ORTicket 91.8 19.0 19.2 11.4

QQP
Vanilla 91.1 22.6 28.6 15.7

FreeLB 91.8 27.0 31.6 21.0

ORTicket 91.4 29.4 31.8 26.6

Table 5: Experimental results of adversarial
robustness evaluation on RoBERTaBASE. The
best performance is marked in bold. ORTicket
consistently outperforms the vanilla baseline and
stands on par with adversarial training method
FreeLB.

more low-contributing structural components to
robustness. In terms of intermediate neurons, both
models exhibit that neurons in the shallow layers
are more prone to pruning.

4.5. Importance of Robust Tickets
Initialization and Structure

Lottery Ticket Hypothesis states that the winning
ticket performs poorly out of the original initial-
ization and the structure of one winning ticket is
critical. In order to better understand which has a
greater impact on the robust tickets, initialization or
structure, we conduct the corresponding analytical
experiments. Following Zheng et al. (2022), we
avoid the effect of initialization by reinitializing the
weights of robust tickets. To avoid the effect of

Dataset Method Clean% Aua%

SST-2
ORTicket 90.8 29.7

w/o Initialization 80.3 1.5

w/o Structure 90.4 8.3

QNLI
ORTicket 90.6 30.9

w/o Initialization 58.8 1.9

w/o Structure 88.8 17.6

QQP
ORTicket 91.0 36.6

w/o Initialization 84.1 3.7

w/o Structure 90.7 35.4

Table 6: Importance of ORTicket’s initialization
and structure. Aua% is obtained using TextFooler
attack on BERTBASE. The pre-trained initialization
and the structure are both indispensable for
ORTicket. The pre-trained initialization seems
more important than the structure for both accuracy
and robustness improvement.

structure and retain the effect of initialization, we
use the full BERT and reinitialize the weights that
are not included in the robust ticket.

Table 6 shows the importance of initialization
and structure for robust tickets, as can be seen:
(1) Models without the original initialization show
significant degradation on both accuracy on clean
datasets and robustness; (2) The structure of the
robust tickets is important for robustness but not
important for accuracy on clean datasets.

4.6. Impact of Pruning Ratio
In the drawing stage, a higher pruning ratio saves
more memory and speeds up training, but comes
with a performance degradation. We construct an
experiment to investigate the trend and degree of
impact of performance with pruning ratio.

As shown in Figure 2, three datasets of different
task types exhibt the same trend: accuracy on
the clean datasets decreases as the self-attention
heads and internal neurons decrease, while the
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Figure 1: Heatmaps of sparsity patterns observed
in BERTBASE and RoBERTaBASE models. In
each subfigure, the cells represent the average
percentage of surviving weights in self-attention
heads and intermediate neurons across 10 random
seeds.

robustness of the model increases and then
decreases. Therefore, to extract a robust ticket with
high performance, the pruning ratio should be set
to about 1/6 and 20% ∼ 30% for the self-attention
heads and internal neurons, respectively.

5. Related Work

Textual Adversarial Attack Textual adversarial
attack methods generate adversarial examples ,
which are maliciously crafted by imposing small
perturbations on the original input to deceive the
victim model (Zhang et al., 2020). In general, tex-
tual adversarial attack methods generate character-
(Eger et al., 2019), word- (Jin et al., 2020; Ren et al.,
2019; Li et al., 2020), word/char- (Li et al., 2019), or
sentence-level (Zhao et al., 2018) perturbations
with high similarities preserved in the semantic
or embedding space. These approaches can
also serve as benchmarks for textual adversarial
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Figure 2: Impact of pruning ratio on BERTBASE

Clean% and Aua%. Aua% is obtained under
TextFooler attack. FFN and Heads refer to
intermediate neurons and self-attention heads
respectively. The optimal pruning ratio for ORTicket
is approximately 20% for FFN and 1/6 for Heads.

defense methods.
Textual Adversarial Defense To improve the
empirical robustness of models against textual
adversarial attacks, more and more adversarial
defense methods are proposed (Li et al., 2021;
Chen et al., 2022; Liu et al., 2022). As the most
popular one, adversarial training solves a min-
max optimization problem (Goodfellow et al., 2015,
FGSM; Miyato et al., 2017, FGM; Madry et al., 2018,
PGD), which means finding the optimal adversarial
perturbation (max) and optimizing the worst-case
performance of the model (min).
Efficient Adversarial Training From FGSM to
PGD, the quality of the generated adversarial
perturbations keeps improving, but the computa-
tional cost is also increasing plus compared to
the traditional training. In order to obtain the
optimal adversarial perturbation faster, FreeAT
(Shafahi et al., 2019) and YOPO (Zhang et al.,
2019) optimize the number of gradient calculations.
Later, Zhu et al. (2020) confirm that there is room
for improvement in the quality of the adversarial
perturbations generated by these two, and propose
FreeLB, which is currently the most widely used
efficient adversarial learning method in the NLP
field. However, their training efficiency still falls
short of conventional fine-tuning.
Lottery Ticket Hypothesis Lottery Ticket Hy-
pothesis proposed by Frankle and Carbin (2019)
suggests that the existence of matching winning
tickets (i.e., subnetworks) at the initialization of the
model can achieve comparable performance to the
full model on downstream tasks. In the field of NLP,
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winning tickets are found in Transformer, LSTM, and
pre-trained models such as BERT (Yu et al., 2020;
Chen et al., 2020). For getting the winning tickets,
different methods can be divided into structured
pruning and unstructured pruning according to the
pruning method. Prasanna et al. (2020) perform
importance-based pruning on self-attention heads
and MLPs of BERT in a structured fashion, which
is efficient in the training and inference phases.
Chen et al. (2020) perform unstructured magnitude
pruning on all parts of the network and explores
the transferability of unstructured pruned sub-
networks on different downstream tasks. Fu et al.
(2021) and Zheng et al. (2022) further discover
the existence of robust subnetworks and propose
Robust Lottery Ticket Hypothesis. To speed up
the extraction process of winning tickets, Early-Bird
(You et al., 2020), EarlyBERT (Chen et al., 2021)
and EarlyRobust (Xi et al., 2022) extract Early-Bird
tickets in the early stage of training. These studies
motivate us to explore the existence of ORTicket.

6. Conclusion

In this paper, we explore the transferability of
robustness within subnetworks and leverage this
insight to introduce a novel adversarial defense
method ORTicket, eliminating the need for separate
adversarial training across diverse downstream
tasks. We use a structured pruning method on the
MLM task to extract a task-agnostic robust ticket
for BERT models, which can obtain high robust-
ness by fine-tuning on various downstream task.
ORTicket exhibits excellent training efficiency and
low training memory consumption, while remaining
orthogonal to other adversarial training methods.
Experiments show that our task-agnostic approach
achieves robust generalization and comparable
robustness to the task-specific methods on a range
of downstream tasks.
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