On Leveraging Encoder-only Pre-trained Language Models
for Effective Keyphrase Generation

Di Wu, Wasi Uddin Ahmad, Kai-Wei Chang
Department of Computer Science
University of California, Los Angeles
{diwu, kwchang}@cs.ucla.edu, wasiahmad@ucla.edu

Abstract
This study addresses the application of encoder-only Pre-trained Language Models (PLMs) in keyphrase generation
(KPG) amidst the broader availability of domain-tailored encoder-only models compared to encoder-decoder models.
We investigate three core inquiries: (1) the efficacy of encoder-only PLMs in KPG, (2) optimal architectural decisions
for employing encoder-only PLMs in KPG, and (3) a performance comparison between in-domain encoder-only and
encoder-decoder PLMs across varied resource settings. Our findings, derived from extensive experimentation in two
domains reveal that with encoder-only PLMs, although keyphrase extraction with Conditional Random Fields slightly
excels in identifying present keyphrases, the KPG formulation renders a broader spectrum of keyphrase predictions.
Additionally, prefix-LM fine-tuning of encoder-only PLMs emerges as a strong and data-efficient strategy for KPG,
outperforming general-domain seq2seq PLMs. We also identify a favorable parameter allocation towards model depth
rather than width when employing encoder-decoder architectures initialized with encoder-only PLMs. The study sheds
light on the potential of utilizing encoder-only PLMs for advancing KPG systems and provides a groundwork for future
KPG methods. Our code and pre-trained checkpoints are released at https://github.com/uclanlp/DeepKPG.
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1. Introduction

Keyphrases are phrases that condense salient in-
formation of a document. Given their capability to
capture rich information, researchers have adopted
keyphrases in various applications such as doc-
ument indexing, information linking, and recom-
mendation systems (Wu and Bolivar, 2008; Dave
and Varma, 2010). Additionally, keyphrases have
manifested as important attributes in information re-
trieval (Jones and Staveley, 1999; Song et al., 2006;
Kim et al., 2013; Tang et al., 2017; Boudin et al.,
2020), text summarization (Zhang et al., 2004), doc-
ument clustering (Hammouda et al., 2005), and text
categorization (Hulth and Megyesi, 2006; Wilson
et al., 2005; Berend, 2011).

Traditionally, keyphrases are classified into two cat-
egories. A present keyphrase is one that is directly
extractable from the document, while an absent
keyphrase does not have a direct representation
within the text (Figure 1). The task of keyphrase ex-
traction (KPE) requires models to identify present
keyphrases. Meng et al. (2017) extended this by
introducing keyphrase generation (KPG), aiming to
predict both present and absent keyphrases.

In recent years, the emergence of pre-trained lan-
guage models (PLMs) has revolutionized the KPE
and KPG landscapes, leading to their applica-
tion in unsupervised KPE (Sun et al., 2020; Liang
et al., 2021), sequence-labeled KPE (Sahrawat
et al., 2019; Dascalu and Trausan-Matu, 2021),
and sequence-to-sequence KPG (Liu et al., 2020,
2021a; Chowdhury et al., 2022). Remarkably, PLM-
based KPG methodologies have exhibited promis-

Document title

J.F.K. Workers Moved Drugs, Authorities Say
Document body

Airline employees exploited weaknesses in security pro-
cedures to help a New York drug ring smuggle heroin
and cocaine through Kennedy International Airport, fed-
eral authorities charged yesterday. ...

Present and Absent Keyphrases

smuggling, heroin, kennedy international airport, drug
abuse and traffic, crime and criminals, cocaine and
crack cocaine

Figure 1: An example of a news article with its
present and absent keyphrases highlighted in blue
and red, respectively.

ing performance, especially in scenarios such as
zero-shot (Kulkarni et al., 2022), multilingual (Gao
et al., 2022), low-resource (Wu et al., 2022), and
cross-domain (Meng et al., 2023) settings.

However, the deployment of PLM-driven systems
for keyphrase prediction in practical applications
presents a dilemma. While the ability of KPG mod-
els to generate absent keyphrases is lauded, partic-
ularly due to its impact in retrieval systems (Boudin
and Gallina, 2021), there is a nuanced inclination
towards KPE techniques for domain-specific appli-
cations. Such techniques predominantly harness
in-domain encoder-only PLMs like BERT (Devlin
et al., 2019; Gururangan et al., 2020), as opposed
to the KPG methods which often employ prefix-LMs
(Wu et al., 2021) or sequence-to-sequence PLMs
(Zhao et al., 2022). The abundance of encoder-
only models across specific domains accentuates
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this preference (Figure 2), while domain-oriented
encoder-decoder models remain relatively scarce.
Motivate by this challenge, this paper studies the
following research questions:

+ Can we use encoder-only PLMs for KPG and
achieve a similar present keyphrase perfor-
mance as using them for KPE?

» What is the best architectural choice for using
encoder-only PLMs for KPG?

* How do in-domain encoder-only PLMs com-
pare to encoder-decoder PLMs in rich and low
resource settings?

To answer these questions, we investigate four
formulations for KPE and KPG with encoder-only
PLMs. For KPE, we fine-tune on sequence labeling
with or without Conditional Random Field (Lafferty
et al., 2001). For KPG, we fine-tune either using
prefix-LM style attention masks (Dong et al., 2019),
or initialize an encoder-decoder architecture with
encoder-only PLMs (Rothe et al., 2020). With exten-
sive experiments on datasets covering the science
and news domain, our main findings are summa-
rized as follows.

1. For present keyphrases, KPE with Conditional
Random Fields (CRF) exhibits a slight advan-
tage over KPG in terms of macro F1@M. How-
ever, training encoder-only models for KPG
produce much more keyphrase predictions in-
cluding both present and absent keyphrases.

2. Prefix-LM fine-tuning of encoder-only PLMs is
a strong and data-efficient KPG method, even
outperforming general-domain seq2seq PLMs
of the same size.

3. For encoder-decoder architecture initialized
with encoder-only PLMs, how parameters are
allocated strongly affects the performance.
Specifically, model depth should be prioritized
over the width, and a deep encoder with a
shallow decoder outperforms the reverse for
keyphrase quality and inference latency.

4. We conducted an evaluation of applying the
encoder-only SciBERT and NewsBERT for
KPG inside and outside of their pre-training do-
main. Compared to the general-domain BERT,
both models demonstrate better in-domain per-
formance. However, SciBERT transfers well
to the news domain while NewsBERT cannot
transfer to the science domain.

We hope this empirical study can shed light on the
opportunities of leveraging encoder-only PLMs for
building KPG systems, facilitating the development
of more effective approaches. Our code and the
pre-trained NewBERT model will be released at
https://github.com/uclanlp/DeepKPG.

Model Name Reference Domain
SciBERT Beltagy et al. (2019) Science
BioBERT Lee et al. (2019) Science
ChemBERTa Chithrananda et al. (2020) | Science
Bio_RoBERTa Gururangan et al. (2020) Science
CS_RoBERTa Gururangan et al. (2020) Science
BioMegatron Shin et al. (2020) Science
MatSciBERT Gupta et al. (2021) Science
PubMedBERT Gu et al. (2022) Science
MatBERT Trewartha et al. (2022) Science
BatteryBERT Huang and Cole (2022) Science
ClinicalBERT | Aisentzer et al. (2019) | ¢ Social
FinBERT Liu et al. (2021b) Social
LEGAL-BERT Chalkidis et al. (2020) Social
JobBERT Zhang et al. (2022) Social
PrivBERT Srinath et al. (2021) Social
SportsBERT Srinivasan and Mashetty Social
Twitter-roberta | Barbieri et al. (2020) | Web
BERTweet Nguyen et al. (2020) Web
News_RoBERTa Gururangan et al. (2020) Web
NewsBERT this work Web
Reviews_RoBERTa | Gururangan et al. (2020) Web
HateBERT Caselli et al. (2021) Web
Figure 2: Domain-specific encoder-only PLMs

are available in a variety of domains. No prior
work considered using these "domain experts" for
KPG. In this paper, we show that these specialized
encoder-only PLMs can be used to build strong and
resource-efficient KPG models.

2. Related Work

Keyphrase Extraction Early work on KPE mainly
followed a pipelined approach. First, keyphrase
candidates (usually noun phrases) are extracted
by rules such as regular expression matching on
part-of-speech tags. Then, various scoring meth-
ods are used to rank the candidates. The ones with
the highest scores are returned as keyphrase pre-
dictions (Hulth, 2003a; Mihalcea and Tarau, 2004;
Wan and Xiao, 2008b; Bougouin et al., 2013; Sun
et al., 2020; Boudin, 2018; Liang et al., 2021). In
terms of supervised approaches, one line of re-
search adopts the sequence labeling formulation,
removing the need for selecting candidates (Zhang
et al., 2016; Luan et al., 2017; Sahrawat et al.,
2019). Others instead aim to learn a more capable
ranking function with pre-trained language models
(Song et al., 2021, 2022).

Keyphrase Generation Meng et al. (2017) pro-
pose the task of Deep Keyphrase Generation and
a strong baseline model CopyRNN. Later works
improve the architecture by adding correlation con-
straints (Chen et al., 2018) and linguistic constraints
(Zhao and Zhang, 2019), exploiting learning sig-
nals from titles (Ye and Wang, 2018; Chen et al.,
2019b), and hierarchical modeling the phrases and
words (Chen et al., 2020). Yuan et al. (2020) re-
formulate the problem as generating a sequence
of keyphrases, while Ye et al. (2021) further intro-
duces a set generation reformulation to remove
the influence of difference target phrase ordering.
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Other works include incorporating reinforcement
learning (Chan et al., 2019; Luo et al., 2021), GANs
(Swaminathan et al., 2020), and unifying KPE with
KPG (Chen et al., 2019a; Ahmad et al., 2021; Wu
et al., 2021). Meng et al. (2021) conduct an empiri-
cal study on architecture, generalizability, phrase
order, and decoding strategies, mainly focusing on
RNNs and Transformers trained from scratch.

KPE and KPG with PLMs More recently,
Sahrawat et al. (2019), Liu et al. (2020), Liu et al.
(2021a), and Dascalu and Trausan-Matu (2021)
have considered using pre-trained BERT (Devlin
et al., 2019) for keyphrase extraction and genera-
tion. Wu et al. (2021) propose to fine-tune a prefix-
LM to jointly extract and generate keyphrases. In
addition, Chowdhury et al. (2022), Kulkarni et al.
(2022), Wu et al. (2022), and Gao et al. (2022)
use seqg2seq PLMs such as BART or T5 in their
approach. Kulkarni et al. (2022) use keyphrase
generation as a pre-training task to learn strong
PLM-based representations. Wu et al. (2023) in-
vestigate why and how encoder-decoder PLMs can
be effective for KPG, focusing on model selection
and decoding strategies. In this paper, we aim to
bridge the gap in understanding how encoder-only
PLMs could be best utilized for KPG.

3. Evaluation Setup

In this section, we formulate the KPE and KPG
tasks and introduce the evaluation setup. We end
by discussing the PLMs we are considering.

3.1.

We view a keyphrase example as atriple (x, yp, Ya),
corresponding to the input document x =
(1,22, ...,xq), the set of present keyphrases y, =
{Yp1s Ups» - Up,, 1> @Nd the set of absent keyphrases
Ya = {Ya1» Yas ---» Ya, - FOr both keyphrase extrac-
tion and generation, x consists of the title and the
document body, concatenated with a special [sep]
token. Following Meng et al. (2017), each y,, € yp
is a subsequence of x, and each y,, € y, is not a
subsequence of x.

Using this formulation, the keyphrase extraction
(KPE) task requires the model to predict y,. On
the other hand, the keyphrase generation (KPG)
task requires the prediction of y, Uya.

Problem Definition

3.2. Benchmarks

We evaluate using two widely-used KPG bench-
marks in the science and the news domains. Table
1 summarizes the statistics of the testing datasets.

SciKP Meng et al. (2017) introduce KP20k, which
contains 500k Computer Science papers. Follow-
ing their work, we train on KP20k and evaluate on
the KP20k test set.

Dataset |#Examples #KP %AKP |KP|
KP20k 20000 53 371 20
KPTimes| 20000 50 378 20

Table 1: Test sets statistics. #KP, %AKP, and |KP|
refers to the average number of keyphrases per doc-
ument, the percentage of absent keyphrases, and
the average number of words in each keyphrase.

KPTimes Introduced by Gallina et al. (2019), KP-
Times is a keyphrase dataset in the news domain
containing over 250k examples. We train on the
KPTimes train set and report the performance on
the union of the KPTimes test set and the out-of-
distribution test set JPTimes.

3.3. Evaluation

Each method’s predictions are normalized into a
sequence of present and absent keyphrases. The
phrases are ordered by the position in the source
document for the sequence labeling approaches to
obtain the keyphrase predictions. Then, we apply
the Porter Stemmer (Porter, 1980) to the output and
target phrases and remove the duplicated phrases
from the output. Following Chan et al. (2019) and
Chen et al. (2020), we separately report the macro-
averaged F1@5 and F1@M scores for present and
absent keyphrases. For all the results except the
ablation studies, we train with three different ran-
dom seeds and report the averaged scores.

3.4. Baselines

We consider four supervised KPG baselines.
CatSeq (Yuan et al., 2020) is a CopyRNN (Meng
et al., 2017) trained on generating keyphrases as
a sequence, separated by the separator token.
ExHiRD-h (Chen et al., 2020) improves CatSeq
with a hierarchical decoding framework and a hard
exclusion mechanism to reduce duplicates.
Transformer (Ye et al., 2021) is the self-attention
based seq2seq model (Vaswani et al., 2017) with
copy mechanism (See et al., 2017).

SetTrans (Ye et al., 2021) performs order-agnostic
KPG. The model uses control codes trained via a
k-step target assignment algorithm.

For KPE, we also include a range of ranking-based
unsupervised KPE methods and a Transformer as
baseline references. As the main focus of the paper
is studying encoder-only PLMs, we only compare
with the strongest non-PLM baselines.

3.5. Considered PLMs

Encoder-Only PLMs We study BERT (Devlin
etal., 2019), SciBERT (Beltagy et al., 2019), News-
BERT (details below), and five pre-trained BERT
checkpoints from Turc et al. (2019) with the hidden
size 768, 12 attention heads per layer, and 2, 4, 6,
8, and 10 layers.
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Encoder-Decoder PLMs As this paper focuses
on encoder-only PLMs, we only include BART
(Lewis et al., 2020) and its in-domain variations
SciBART (Wu et al., 2023) and NewsBART (de-
tails below) as references.

Domain-Specific PLMs Inspired by Wu et al.
(2023), we pre-train NewsBART using the Real-
News dataset (Zellers et al., 2019), which contains
around 130GB of news text from 2016 to 2019. We
follow Wu et al. (2023) for data cleaning and pre-
processing. For training, we mask 30% of tokens
and sample the spans from a Poisson distribution
(A = 3.5). For 10% of the masking spans selected
to mask, we replace them with a random token
instead of the special <mask> token. We set the
maximum sequence length to 512. Starting from
BART-base, the model is trained for 250k steps
using the Adam optimizer with batch size 2048,
learning rate 3e-4, 10k warm-up steps, and poly-
nomial learning rate decay. The pre-training was
conducted on 8 Nvidia A100 GPUs and costed ap-
proximately 5 days.

We also pre-train a NewsBERT model using the
same data on masked language modeling with 15%
dynamic masking. Starting from BERT-base (De-
vlin et al., 2019), the model is trained for 250k steps
with batch size 512, learning rate 1e-4, 5k warm-up
steps, and linear learning rate decay. We use the
Adam optimizer for pre-training. The pre-training
was conducted on 8 Nvidia V100 GPUs and costed
approximately 7 days.

4. Modeling Approaches

Next, we introduce the modeling methods we adopt
in this paper for KPE and KPG.

4.1. Keyphrase Extraction (KPE)

For KPE, we use a sequence labeling formulation.
Each z; € x is assigned a label ¢; € {Byp, I, O}
depending on x being the beginning token of a
present keyphrase, the subsequent token of a
present keyphrase, or otherwise. The model is
required to predict the label for each token.

In this paper, we fine-tune three encoder-only PLMs:
BERT (Devlin etal., 2019), SciBERT (Beltagy et al.,
2019), and NewsBERT (section 3.5) '. We add
a fully connected layer for each model to project
the hidden representation of every token into three
logits representing By, Ix,, and O. The model is
trained on the cross-entropy loss. We also experi-
ment with using Conditional Random Field (Lafferty
etal., 2001) to model the sequence-level transitions.
We use +CREF to refer to this setting.

'In this study, we use the base variants of all the
encoder-only models unless otherwise specified.

4.2. Keyphrase Generation (KPG)

Following Yuan et al. (2020), we use a special sep-
arator token ; to join all the keyphrases in a se-
quence y = (Yp, i i Ypm 7 Yar i - i Yam)-
Using this sequence generation formulation, we
fine-tune the encoder-decoder PLMs for KPG. The
models are trained with the cross-entropy loss for
generating the target sequence y. Next, we discuss
the methods we explore for training encoder-only
PLMs on KPG.

BERT2BERT We construct seq2seq keyphrase
generation models by separately initializing the en-
coder and the decoder with encoder-only PLMs.
Following Rothe et al. (2020), we add cross-
attention layers to the decoder. We use five pre-
trained BERT checkpoints from Turc et al. (2019)
with hidden size 768, 12 attention heads per layer,
and 2, 4, 6, 8, and 10 layers. B2B-c+d denotes
a BERT2BERT model with an e-layer pre-trained
BERT as the encoder and a d-layer pre-trained
BERT as the decoder. We use BERT2RND (B2R)
to denote randomly initializing the decoder and
RND2BERT (R2B) to denote randomly initializing
the encoder. The models are fine-tuned using the
same sequence generation formulation.

Prefix-LM Dong et al. (2019) propose jointly
pre-training for unidirectional, bidirectional, and
seg2seq language modeling by controlling atten-
tion mask patterns. In the seg2seq setup, the input
is x [eos] y. The attention mask is designed such
that tokens in x are only allowed to attend to x,
and that tokens in y are allowed to attend to tokens
on their left. Using this formulation, we fine-tune
encoder-only PLMs for seg2seq keyphrase gener-
ation. Following Dong et al. (2019), we mask and
randomly replace tokens from y and train the model
on the cross-entropy loss between its reconstruc-
tion and the original sequence. We call our models
BERT-G, SciBERT-G, and NewsBERT-G. Our ap-
proach is different from Wu et al. (2021) in that (1)
we use encoder-only PLMs that are not pre-trained
on prefix-LM and (2) we consider letting the model
directly generate the present keyphrases instead
of adding new layers dedicated to KPE.

4.3. Implementation Details

Keyphrase Extraction We implemented our
models with Huggingface Transformers? and
TorchCRF®. The models are trained for ten epochs
with early stopping. We use a learning rate of 1e-5
with linear decay and batch size 32 for most mod-
els (see appendix for all the hyperparameters). We
use AdamW with 5, = 0.9 and 52 = 0.999.

?https://github.com/huggingface/
transformers
3https ://github.com/s14t284/TorchCRF
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Method M| KP20k KPTimes

#KP  F1@5 F1@M| #KP F1@5 F1i@M
Keyphrase extraction
BERT 110M|(3.4,0.0) 27.9 38.9 |(2.5,0.0) 34.0 493
SciBERT 110M|(3.1,0.0) 28.6 40.5 |(2.2,0.0) 31.8 47.7
NewsBERT 110M|(3.0,0.0) 25.8 37.5 |(2.5,0.0) 345 504
BERT+CRF |- 110M|[(3.2,0.0) 28.0 40.6 |[(2.4,0.0) 33.9 499
SciBERT+CRF [110M|(2.8,0.0) 28.4 421 |(2.1,0.0) 31.8 48.1
NewsBERT+CRF|110M|(2.8,0.0) 26.8 39.7 |(2.4,0.0) 34.9 50.8
Present keyphrase generation
BERT-G 110M|(4.1,0.9) 31.3 37.9 |(2.3,2.2) 323 474
SciBERT-G 110M|(4.3,1.1) 32.8 39.7 |(2.4,2.0) 33.0 484
NewsBERT-G 110M|(4.2,0.7) 29.9 36.8 |(2.4,2.1) 33.0 48.0

Table 2: Present keyphrase performance of encoder-only PLM-based sequence labeling and sequence
generation approaches. #KP = average number of (present, absent) keyphrase predictions per document.
The best results are boldfaced. We find that the prefix-LM approach allows the encoder-only models to
generate much more keyphrases without greatly sacrificing F1@M.

Keyphrase Generation For BART and
BERT2BERT, we use Huggingface Transformers to
implement the fine-tuning. To fine-tune SciBART-
base, SciBART-large, and NewsBART-base,
we use the fairseq*. For BERT-G, SciBERT-G,
NewsBART-G, and UniLM, we implement the
training based on Dong et al. (2019)’s original
implementations 5. We set the maximum source
and target length to 464 tokens and 48 tokens,
respectively. We mask 80% of the target tokens
and randomly replace an additional 10%. We use
the AdamW optimizer.

Hyperparameters For each of the PLM-based
KPE and KPG methods, we perform a careful hyper-
parameter search over the learning rate, learning
rate schedule, batch size, and warm-up steps. The
corresponding search spaces are {1e-5, 5e-4}, {lin-
ear, polynomial}, {16, 32, 64, 128}, and {500, 1000,
2000, 4000}. For all models, we use the Adaom op-
timizer, apply a linear learning rate schedule, and
do early stopping. The best hyperparameters found
are presented in Table 6.

The fine-tuning experiments are run on a local GPU
server with Nvidia GTX 1080 Ti and RTX 2080 Ti
GPUs. We use at most 4 GPUs and gradient ac-
cumulation to achieve the desired batch sizes. We
use greedy decoding for all the models. For evalua-
tion, we follow Chan et al. (2019)’s implementation.

5. Results
We aim to address the following questions.

1. Isthe KPG formulation less suitable to encoder-
only PLMs compared to KPE?

4https://github.com/facebookresearch/
fairseq
Shttps://github.com/microsoft/unilm

2. Can encoder-only PLMs generate better
keyphrases than encoder-decoder PLMs?

3. What is the best parameter allocation strategy
for using encoder-decoder PLMs to balance
the performance and computational cost?

5.1. Extraction vs. Generation for
encoder-only PLMs

To begin with, we investigate the viability of utilizing
encoder-only PLMs for KPG by comparing three
formulations for present keyphrases: (1) sequence
labeling via token-wise classification, (2) sequence
labeling with CRF, and (3) sequence generation.
The results are presented in Table 2.

For all the models studied, we find that adding a
CRF layer consistently improves the KPE perfor-
mance. On KP20k, we find that this sequence
labeling objective can guide the generation of more
accurate (reflected by high F1@M) but much fewer
keyphrases, leading to a significantly lower F1@5.
On the other hand, the prefix-LM approach allows
generating more present keyphrases as well as
predicting absent keyphrases, resulting in a much
higher F1@5 and a comparable F1@M. On KPTi-
mes, we find sequence labeling achieving better
accuracy for BERT and NewsBERT, while prefix-
LM achieves a better accuracy for SciBERT.

To summarize, an encoder-only PLM can produce
vastly different behaviors depending on the for-
mulation for KPE and KPG. The prefix-LM ap-
proach mostly matches the present keyphrase
performance of sequence labeling methods and
promises to generate many more keyphrases in-
cluding absent ones. Next, we focus on the two
formulations for KPG using encoder-only PLMs and
discuss their performance in the context of encoder-
decoder PLMs and non-PLM KPG models.
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KP20k KPTimes

Method M| Present Absent Present Absent

Fi@5 F1I@M F1@5 F1@M|F1@5 F1I@M F1@5 F1@M
Encoder-only PLMs
'BERT-G |- 110M| 31.3 379 19 387 [ 323 474 165 246
B2B-8+4 143M | 32.2 38.0 2.2 4.2 33.8 486 168 245
SciBERT-G 110M | 32.8 39.7 2.4 4.6 33.0 484 157 247
NewsBERT-G | 110M | 29.9  36.8 1.3 2.6 330 480 170 25.6
‘Encoder-Decoder PLMs
‘BART |- 140M| 322 388 22 42 [ 359 499 171 249
SciBART 124M | 341  39.6 2.9 5.2 348 488 172 246
NewsBART | 140M | 324  38.7 2.2 4.4 354 498 176  26.1
‘Non-PLM baselines
‘CatSeq | 2iM | 291 367 15 32 [ 295 453 157 227
ExHIiRD-h 22M | 31.1 374 1.6 25 321 452 134 16.5
Transformer | 98M | 33.3 37.6 2.2 4.6 302 453 171 23.1
SetTrans 98M | 35.6 39.1 35 5.8 356 463 198 219

Table 3: A comparison across encoder-only and encoder-decoder PLMs from different domains for
keyphrase generation. The best results are boldfaced, and the best encoder-only PLM results are
underlined. We use different colors for PLMs in the science and the news domain.

5.2. Can encoder-only PLMs generate
better keyphrases than BART and
strong non-PLM methods?

In this section, we compare (1) KPG via prefix-LM,
(2) KPG with the best performance of BERT2BERT
models with a 12-layer budget (full details in §5.3),
(3) BART-based seg2seq PLMs, and (4) four strong
non-PLM KPG models. Table 3 presents the major
results on KP20k and KPTimes.

BERT vs. BART We start with the surprising
result that strong KPG models can be obtained
through prefix-LM fine-tuning of encoder-only PLMs.
The strength is especially notable with in-domain
BERT models. On KP20k, SciBERT-G outper-
forms BART-base on all the metrics. On KPTimes,
NewsBERT-G has a comparable F1@5 and better
F1@M for absent KPG compared to the BART-
base. We also provide the results from in-domain
BART models as they have been shown to achieve
strong performance gains (Wu et al., 2023). We
note that such models are often not as accessible
as the in-domain BERT model in highly specialized
domains like KP20k. Our findings highlight the via-
bility of directly using the in-domain encoder-only
PLMs for KPG and obtain comparable results. The
trend is more evident in the low-resource scenario.
As shown in Figure 3, SciBERT-G is as resource-
efficient as SciBART, outperforming BART in every
low-resource setting on KP20k.

BERT vs. non-PLM baselines Given a large
training set (500k for KP20k and 250k for KPTimes),
the best-performing encoder-only KPG methods
outperform SetTrans on KPTimes but only achieve
the same or worse performance compared to Set-
Trans on KP20k. This is expected since the non-
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SetTrans
BART-base
SciBERT-G
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Figure 3: Present keyphrase generation perfor-
mance of different methods as a function of training
set size. Fine-tuning in-domain PLMs is much more
data-efficient than the other approaches.

PLM architectures introduce task-specific designs
to enable more effective training or inference. How-
ever, in the low-resource scenario, we find that
the preference for encoder-only PLMs is clear. As
shown in Figure 3, SciBERT-G only requires 5k
data to achieve the same F1@M of SetTrans fine-
tuned with 100k data.

Prefix-LM vs. BERT2BERT We observe that
combining two smaller-sized BERT models and
training on KPG outperform BERT-G despite a sim-
ilar model size. On KPTimes, the B2B model with
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an 8-layer encoder and a 4-layer decoder achieves
the best present keyphrase performance among all
encoder-only PLMs. The model also has a lower
inference latency due to its shallow decoder (fur-
ther explored in §5.3). However, this formulation
may not be as resource-efficient as prefix-LM, as it
randomly initializes cross-attention weights.

To summarize, the two KPG formulations we ex-
plore enable encoder-only PLMs to outperform
general-domain seq2seq PLMs on KPG, with poten-
tially better data efficiency (when in-domain mod-
els are employed) and compute efficiency (when
BERT2BERT formulation is used). The results
suggest a new possibility of utilizing the more ac-
cessible encoder-only models to build stronger
keyphrase generation systems, especially in highly
specialized domains.

5.3. What is the best parameter
allocation for BERT2BERT?

Observing that the BERT2BERT setup produces
strong keyphrase generation models, we further
investigate the optimal parameter allocation strat-
egy. Specifically, under a given parameter bud-
get, should depth (i.e., more layers) or width (fewer
layers, more parameters per layer) be prioritized?
Moreover, should the encoder or the decoder be
allocated more parameters? As computational re-
sources prevent us from extensive pre-training, we
use the BERT2BERT setting with different sized
BERT models instead.

Depth should be prioritized over width. We de-
sign four pairs of B2B models with different total
parameter budgets: 20M, 50M, 85M, and 100M.
Each pair contains (a) a model that prioritizes depth
and (b) a model that prioritizes width. We ensure
that (a) and (b) have similar encoder depth to de-
coder depth ratios (except the 85M group). The
results on KP20k are presented in Table 4. For all
the groups, model (a) performs significantly better
despite having slightly fewer parameters.

A deep encoder with a shallow decoder is pre-
ferred. We fix a budget of 12 layers and experi-
ment with five encoder-decoder combinations. Ta-
ble 5 presents the results on KP20k and KPTimes.
For both datasets, we find that the performance
increases sharply and then plateaus as the depth
of the encoder increases. With the same budget,
a deep encoder followed by a shallow decoder
is clearly preferred over a shallow encoder fol-
lowed by a deep decoder. We hypothesize that
comprehending the input article is important and
challenging while generating a short string com-
prising several phrases based on the encoded rep-
resentation does not necessarily require a PLM-
based decoder.

To verify, we further experiment with randomly ini-
tializing either the encoder ("R2B") or the decoder

Model setup M| Present KPs | Absent KPs

F1@5 FI1I@M|F1@5 F1@M
B2B-12+12-128{13M| 26.4 33.8 | 1.0 2.1
B2B-2+2-256 |20M| 22.1 31.9 1.0 2.1
B2B-12+12-256|38M| 30.8 36.7 | 1.6 3.3
B2B-2+2-512 |47M| 27.5 34.7 1.4 3.0
B2B-10+4-512 |81M| 31.4 37.4 1.8 3.7
B2B-2+2-768 |82M| 29.4 355 | 1.8 3.5
B2B-12+6-512 |95M| 31.9 38.2 | 2.1 4.0
B2B-4+2-768 |96M| 30.8 37.1 2.0 4.0

Table 4: Comparison between different param-
eter allocation strategies. The best performance
of each group is boldfaced. B2B-e+d-h denotes a
B2B model with e encoder layers, d encoder layers,
and hidden size h.

KP20k KPTimes
ed | M AN | 15 Fi@M | F1@5 Fi@M
Present keyphrase generation
2-10|158M | B2B | 30.4 36.4 | 31.6 465
. B2B | 31.7 37.7 | 329 476
4-8 |153M | R2B | 26.3 35.2 | 28.2 433

B2R | 31.7 379 | 326 475
T B2B | 32.1 37.7 | 338 484
6-6 |148M | R2B | 26.4 353 | 27.8 429

B2R | 32.0 384 33.3 48.2
R R B2B | 322 38.0 | 33.8 486
8-4 |143M| R2B | 27.3 354 278 428

B2R | 31.2 379 | 33.2 48.0
10-2|139M | B2B | 31.7 380 | 335 484
Absent keyphrase generation
2-10 [ 158M | B2B | 2.1 3.9 16.2 23.2
. B2B | 22 41 | 15.9 236
4-8 |153M| R2B | 2.5 4.2 147 243

B2R | 2.2 4.2 16.5 241
T B2B | 22 41 | 16.4 241
6-6 |148M| R2B | 2.6 4.3 145 20.8

B2R | 2.3 4.4 16.2 23.9
R R B2B | 22 42 | 168 245
8-4 |143M| R2B | 2.4 4.1 149 21.0

B2R | 2.1 4.1 16.8 247
10-2|139M | B2B | 21 41 | 16.8 245
Table 5: A comparison between different

BERT2BERT architectures and initializations. In
e-d, e and d indicate the number of encoder and de-
coder layers, respectively. The best results among
the B2B models are boldfaced.

("B2R"). The results are shown in Table 5. For both
KP20k and KPTimes, we observe that randomly ini-
tializing the encoder harms the performance, while
randomly initializing the decoder does not signifi-
cantly impact the performance (the absent KPG is
even improved in some cases).

Latency Concerns We further explore the impact
on the inference speed of different BERT2BERT
configurations. Specifically, we measure and com-
pare the inference throughput of B2B-2+10, B2B-
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Figure 4: Inference speed of BERT2BERT models
with different encoder-decoder configurations on
GPU and CPU. All the data points are obtained with
BERT2BERT models with 12 layers. A model with
x decoder layers has 12-x encoder layers.

4+8, B2B-6+6, B2B-8+4, and B2B-10+2 in GPU
and CPU environments. We use the best model
trained on KP20k and test on the KP20k test set
with batch size 1, no padding. We use an Nvidia
GTX 1080 Ti card for GPU and test on the full
KP20k test set. We use a local server with 40
cores for CPU and test on the first 1000 examples
from the KP20k test set. No inference acceleration
libraries are used. Figure 4 reports the averaged
throughput (in example/s) across three runs. The
throughput decreases significantly with deeper de-
coders for both CPU and GPU. B2B-8+4 achieves
better performance than B2B-6+6 while being 37%
faster on GPU and 11% faster on CPU. In conclu-
sion, with a limited parameter budget, we recom-
mend using more layers and a deep-encoder with
shallow-decoder architecture.

6. Conclusion

This paper unveils the viable application of encoder-
only Pre-trained Language Models (PLMs) in the
Keyphrase Generation (KPG) task. We introduce
two formulations for utilizing BERT-like PLMs for
KPG and our systematic experiments demonstrate
their strong performance, resource efficiency, and
competitive inference latency. Our study opens
up promising possibilities for a wider range of in-
domain models of efficient and effective keyphrase
generation systems.

However, the study is not without limitations. For
instance, we only focus on small-sized models be-
low 500M. In addition, the transferability of domain-
specific models, as observed between SciBERT

Model | D[ B, [E| W, | LR
Keyphrase extraction

Transformer | 0.1] 321102000 3e-5
BERT 0.1| 32 | 10| 1000 | 1e-5
SciBERT 0.1] 32 | 10|1000 | 1e-5
Transformer+CRF | 0.1 | 32 | 10| 2000 | 3e-5
BERT+CRF 0.1| 32 |10 |2000 | 1e-5
SciBERT+CRF 0.1] 32 | 10|2000 | 1e-5
RoBERTa+CRF | 0.1| 32 | 10|2000 | 1e-5
Keyphrase generation

‘BERT-G | 0.1 64 ] 6 |4000 ] Te-4
SciBERT-G 0.1]128 | 6 | 2000 | 1e-4
UniLM 0.1|128 | 6 | 2000 | 1e-4
BERT2BERT 0.0 | 32 |20 | 2000 | 5e-5
BART-base 0.1] 64 | 15| 2000 | 6e-5
SciBART-base 0.1| 32 | 10| 2000 | 3e-5
KeyBART 0.1| 64 | 15|2000 | 3e-5

Table 6: Hyperparameters for fine-tuning PLMs for
keyphrase extraction and keyphrase generation on
KP20k. The hyperparameters are determined us-
ing the loss on the KP20k validation dataset. We
follow a similar set of hyperparameters for KPTi-
mes. D = dropout, B, = batch size, E = number
of epochs, W, = number of warm-up steps, LR =
learning rate. We use early stopping for all the mod-
els and use the model with the lowest validation
loss as the final model. For all the models, we use
weight decay 0.01 and a linear LR schedule.

and NewsBERT, hints at a potential domain bias
that warrants further examination. Future endeav-
ors could delve into a more exhaustive evaluation
across a spectrum of encoder-decoder PLMs, in-
vestigate the underlying factors affecting model
transferability, and explore the augmentation of
encoder-only PLMs with additional external knowl-
edge to further enhance keyphrase prediction ac-
curacy across diverse domains. The insights in our
work lay a preliminary foundation for more compre-
hensive inquiries into architecturally diverse PLMs
to continually refine KPG methodologies.

7. Ethics Statement

RealNews is released under Apache 2.0. We con-
duct text cleaning and email/URL filtering on Real-
News to remove sensitive information. The SciKP
and KPTimes benchmarking datasets, distributed
by the original authors, are utilized as-is with no ad-
ditional preprocessing performed before fine-tuning
except for lower casing and tokenization. We do
not re-distribute any of the pre-training and bench-
marking datasets.

The computational resources required for pre-
training NewsBART and NewsBERT are significant,
and we estimate the total CO, emissions to be
around 600 kg using the calculation application pro-
vided by Lacoste et al. (2019). Additionally, we
estimate that all fine-tuning experiments, including
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hyperparameter optimization, emitted around 1500
kg CO,. To assist the community in reducing the
energy required for optimizing PLMs across var-
ious NLP applications in the scientific and news
domains, we provide the hyperparameter and re-
lease our pre-trained NewsBART and NewsBERT
checkpoints. We will limit the access to the mod-
els with a non-commercial license. We will also
release the raw predictions of our models.
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