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Abstract
In this paper, we propose a new annotation scheme to classify different types of clauses in Terms-and-Conditions
contracts with the ultimate goal of supporting legal experts to quickly identify and assess problematic issues in this type of
legal documents. To this end, we built a small corpus of Terms-and-Conditions contracts and finalized an annotation
scheme of 14 categories, reaching an inter-annotator agreement of 0.92. Then, for 11 of them, we experimented with
binary classification tasks using few-shot prompting with a multilingual T5 and two fine-tuned versions of two BERT-based
LLMs for Italian. Our experiments showed the feasibility of automatic classification of our categories by reaching
accuracies ranging from .79 to .95 on validation tasks.
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1. Introduction
The application of Artificial Intelligence techniques to
the Law field is a growing area of research
(Bench-Capon, 2022; Trautmann et al., 2022). In
particular, the research interests focus on applying
machine learning techniques to various legal
applications (Villata et al., 2022). Recently, the power
of Large Language Models (LLMs) as foundational
models has started to be leveraged to automatically
analyze legal documents (Choi, 2023).
In this paper, we propose a new annotation scheme
to classify different types of clauses in
Terms-and-Conditions contracts and provide a
baseline for the automatic classification of clauses.
Terms-and-Conditions contracts are characterized by
their consistency and comprehensiveness, crafted to
cater to a diverse audience and varied legal and
judicial contexts. These types of contracts, which
have spread widely with the advent of online
services, embody a rich source of legal and technical
nuances that are often complex and subtle, requiring
careful and thorough analysis to assess the legal
implications (Braun and Matthes, 2020).
Our goal is to eventually support legal experts in
identifying and assessing problematic issues in this
type of legal document rather than replacing their
work. In this respect, the categories used for the
annotation and classification of relevant clauses
have been explicitly designed with the aim of helping
experts to spot relevant parts of a contract quickly.
Our work is similar to (Lippi et al. 2019). However,
Lippi and colleagues aimed to empower consumers
by detecting unfair terms. Therefore, they focused on
five categories of potentially unfair clauses identified
by Loos and Luzak (2016).
We started from the more extensive set of categories
proposed by the Atticus Project (Hendrycks et al.,
2021), and we selected the most relevant ones for
the specific Terms-and-Conditions type of contracts.

We identified and refined 33 labels, and manually
clustered them into 14 categories. Then, we
annotated a corpus of 3626 clauses, from 41
contracts written in Italian.
For the preliminary work presented in this paper, we
limited our analysis to the 11 most frequent
categories in the corpus. We experimented with
few-shot prompting and fine-tuning of two LLMs to
provide a baseline for automatic classification.

2. Related work
Yu et al. (2023) delved into the effectiveness of
zero-shot and few-shot learning, especially when
combined with reason-based prompting
mechanisms, in interpreting generic legal texts taken
from the Japanese bar exam, where aspiring lawyers
are required to determine whether a given legal
statement is true or false.
In the context of contract understanding, our study is
methodologically similar to Elwany et al. (2019), who
demonstrated the efficacy of fine-tuning a BERT
model (Devlin et al., 2019) by refining it with an
annotated corpus of legal agreements.
The present study also resonates with the work by
Licari and Comandè (2022), where BERT models
applied within the Italian legal context are exploited
to interpret and process legal texts using corpora of
civil law judgments.
Sarti and Nissim (2022) marked the introduction of
IT5, a model pre-trained specifically on the Italian
language and consistently able to outperform its
multilingual counterparts on Italian language tasks,
providing the best scale-to-performance ratio across
tested models. Their focus is not confined to the
legal sphere, but it spans various applications,
showcasing the versatility of IT5 in outclassing
multilingual counterparts in terms of performance on
Italian-specific tasks.
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Lastly, the CLAUDETTE project (Lippi et al., 2019)
made significant strides in identifying unfair terms in
consumer contracts, especially online platform terms
and conditions. In particular, the authors stated that
the system can automatically detect over 80% of
potentially unfair clauses, with an 80% precision. Our
work has a similar but different potential target users,
and a larger set of categories. On the other hand, we
are not interested in detecting unfair clauses but
rather to categorize the typology of clauses.
The present study focuses on the Italian language,
extending the reach of automated contract review
beyond English and aiming to overcome language
disparity in text classification tasks (Verma et al.,
2022). Our work seeks to take a further step in
diversifying the approaches in legal text analysis.
Our focus on a broader array of contractual elements
and the inclusion of Italian language contracts
highlights a complementary perspective with respect
to the related work above.

3. Methodology
For developing our coding scheme, we started from
the model proposed in the Atticus Project
(Hendrycks et al., 2021) with appropriate
adjustments to make it suitable for our application
domain (Terms-and-Conditions contracts) and the
European civil law system.

3.1 Annotation process
The annotation process was done by two authors
with legal expertise in European and Italian
contractual law.
The preliminary phase consisted of selecting labels
and categories, mostly identified in and refined from
the Atticus project, as well as in formulating a first
batch of annotation rules. In particular, the Contract
Understanding Atticus Dataset (CUAD) comprises
41 labels referring to commercial contracts
governing the relationship between corporations.
Within the scope of goals, we identified 25 of those
labels that apply to the analysis of
Terms-and-Conditions contracts and discarded those
that were (a) pertaining specifically to the
commercial domain, (b) peculiar to the American
(common law) legal tradition and (c) redundant
within other labels. Furthermore, 8 additional labels
have been included. These were specifically
pertinent for the European civil law system and the
Italian Terms-and-Conditions domain and not
present in CUAD.
To build a functional kit for automated sentence
classification tasks, the 33 labels of our coding
scheme have been manually clustered into 14
categories, covering the main legal aspects
characterizing the Terms-and-Conditions contracts.
For example, the three labels party, change of
control, and third beneficiary, originally identified in
CUAD, are considered part of the overall party
category. Additionally, a residual category has been
included to annotate text segments deemed “not
relevant”, i.e. those that refer to provisions that do
not create or amend the subjective rights (Dedek,
2010) of a subject; therefore, there are no legal
consequences associated with the textual wording.

Firstly, one contract was annotated by both
annotators and then discussed to reconcile the
different interpretations and refine the annotation
rules. Then, 30 contracts were consistently
annotated by the two experts. In addition, 10 other
contracts were partially annotated with specific
attention to the less frequent categories in the
corpus. Ultimately, 2815 clauses were annotated
with 14 categories, while 811 as “not relevant”, for a
total of 3626 clauses.
Finally, an inter-coder agreement was also
performed to assess the coding scheme. The
inter-coder agreement was computed on 20% of the
clauses from the last 10 contracts. Cohen’s kappa
on these annotations is 0.92, which may be
considered an excellent agreement according to
Fleiss (1981).
However, there are a few discrepancies that are
crucial to examine for refining the annotation
process: the "warranty" category has been confused
in two cases, respectively, with "party" and "liability".
That could imply some overlap or ambiguity in the
definitions of these categories due to legal
considerations. Indeed, the “warranty” category
refers to clauses establishing or excluding a
warranty against defects or errors. That is often
linked to forms of liability of the producer or service
provider, hence to the “liability” category. The
confusion in the case of “warranty” and “party” is
instead linked to the peculiarity of the annotated
clause: the clause establishes indeed both a form of
warranty towards one of the parties (“warranty”
category) and the possibility for third parties to be
involved (“party” category). The difference in the
categories assigned to the clause depends on the
relevance each annotator gave to the content of the
clause. Also, "remedy" and "liability" have led to
confusion that might stem from the close relationship
between these two categories, as remedies are often
sought for liabilities. Several discussions and
examples are reported in the annotation scheme1 to
assist the annotators in minimizing this confusion.
The discrepancies observed, though minimal, were
instrumental for the iterative refinement of the
annotation guidelines by providing clearer
definitions, edge-cases, and examples. Further
discussion among the annotators can also be
facilitated to address the mentioned areas of
discrepancy, ensuring that the coding scheme
becomes even more reliable for larger-scale
annotation tasks.

3.2 Selected categories
A brief description of the adopted 14 categories is
provided below:

● Acceptance refers to clauses that establish
and manage how the contract is accepted.

● Amendment includes both clauses
regulating unilateral amendment of the
contract and clauses that allow the

1

https://github.com/i3-fbk/LLM-PE_Terms_and_Conditions_
Contracts
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modification of the performance that the
contract refers to.

● Competence includes information explaining
aspects related to either applicability
(concerning applicable law or hierarchies
between different contracts signed by the
parties) or to the competence of courts or
means of alternative dispute resolution.

● Data protection defines the usage, rights,
and obligations on processing of personal
data of the parties and third parties.

● Date refers to relevant dates in the contract,
such as when the contract is signed, when it
comes into force, and when the contract
expires or is renewed.

● Intellectual Property includes clauses
assigning or managing rights referring to the
intellectual property of a product, service, or
any other element the contract manages.

● License includes clauses establishing the
concession of a license, its management,
and limitations.

● Liability refers to clauses establishing liability
allocation, exclusion, or limitation.

● Object indicates the good or the service that
is the object of the contract.

● Party includes information about the parties
who signed the contract, including their
names, characteristics, rules on third
beneficiaries, and party change.

● Remedy refers to clauses establishing
extracontractual solutions, such as orders
for payment or penalties, to remedy a
contract violation.

● Term refers to the contract's relevant terms,
such as renewal or forewarning terms, terms
related to termination clauses, or terms
establishing license durations.

● Termination refers to clauses containing
information or establishing rules in relation to
the possibility for either party to terminate
the contract unilaterally.

● Warranty defines an explicit guarantee of
performance from one party to the other.

4. The classification exercises
To produce a first baseline, we initially tried a
few-shot prompting approach. As discussed by Choi
(2023), thanks to the current level of LLMs maturity,
good results might be reached even with simpler
methods. Then, we fine-tuned two LLM models for
Italian. Similarly to Song et al. (2022), all the
classifications were binary with train and validation
datasets balanced with respect to positive and
negative examples. Differently from Choi (2023), we
decided to use Open Source LLM models rather
than proprietary ones.
For the classification exercise, we considered the 11
categories among the ones described above (see

3.2) with at least 70 positive instances. For each
category, we created a training dataset containing
70% of the positive instances and a validation
dataset with the remaining data entries. The
negative instances were randomly sampled from the
rest of the corpus to balance the positive instances
in the datasets.
The sizes of the training datasets vary between
1,157 instances ( positive and negative) for the
warranty category to 98 for the term category (see
Table 1). For the validation datasets, the sizes vary
from 497 for warranty to 42 for term (see Table 2).

4.1 The few-shot prompting classification
For the few-shot prompting classification, we used
Google’s FLAN-T5 large (Chung et al., 2022), a
multilingual version of T5 (Raffel et al., 2020)
fine-tuned with instructions.
For each instance, one positive and one negative
example was chosen from the training dataset and
used to build the prompt. Each clause in the
validation dataset was then classified using the
prompt. For this task, the training dataset was not
used.

Table 1: Figure of merits of the classification
exercises with the fine-tuning of the two models,

Italian BERT XXL and ITALIAN-LEGAL-BERT (best
models and results are in bold)

The results are summarized in Table 2. Overall, the
few-shot prompting classification is not satisfactory.
Although a couple of categories (acceptance and
intellectual property) reach a reasonable accuracy
(0.82 and .70, respectively), all the others barely
reach the level of chance. Of course, it might be that
a more considerate choice of the examples for the
prompt (rather than random sampling) would
improve the classification.
It is worth noting that the LLMs used a label different
than the classifying category or the class other in
several cases. For example, for intellectual property,
the classifier sometimes proposed “trademark”,
“intellectual”, “user”, “privacy”. Since few-shot
prompting is a generative approach (albeit used here
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as a classifier), this phenomenon may be considered
a case of a hallucination (Ji et al., 2022). The impact
of these hallucinations ranged from 0 for the
category acceptance to 42% of the target
classification for intellectual property. Nevertheless,
since we trained binary classifiers, we could easily
fix this issue by taking any output of the classifier
different from other as the target category (the
validation results reported in Table 2 reflect this
approach), yet that might represent a problem in the
case of multi-class classifications.

4.2 Fine tuning of BERT-based models

To improve the baseline, we fine-tuned two
BERT-based models (Devlin et al., 2019) pre-trained
on Italian for a textual classification task, namely the
general-purpose Italian BERT XXL Cased2 and its
extension ITALIAN-LEGAL-BERT (Licari &
Comandè, 2022) with additional pre-training of the
Italian BERT model on Italian civil and criminal law
corpora.

For the fine-tuning exercise, we used the datasets
discussed above. We built 11 binary classifiers for
each of the two BERT-based models. Each classifier
was built by fine-tuning one of the two models using
the respective training dataset. The actual training
was performed using the AutoTrain online service by
HuggingFace3.

The fine-tuning process leverages the transformer
architecture of the BERT models, thereby ensuring
that the models' weights are calibrated to recognize
the annotated legal documents.

The assessment of each model was performed by
measuring the classification accuracy on the same
validation datasets used in the prompting
classification above.

The validation results are reported in Table 1.
Overall, the classification is satisfactory, with
accuracies ranging from .75 to .96. There are some
differences between the two models for several
categories, but the performances are quite similar.

5. Discussion
We excluded from the classification exercised three
categories ("audit right," "remedy", and "date")
because they do not appear frequently in our corpus.
This scarcity likely stems from the limited use of the
related provisions in the type of contract assessed in
the present work, specifically Terms and Conditions.
Nevertheless, it might be important to assess their
relevance in the context: on one side, the inclusion
of "audit rights" and the provision of additional
non-judicial "remedies" within consumer contracts
are not standard practices, but on the other side,
precisely because of their lower use, it might
interesting to make the user aware of their presence.
Additionally, identifying specific "dates" within Terms
and Conditions contract can be deemed
unnecessary in agreements where the conclusive

3 https://huggingface.co/autotrain
2 https://huggingface.co/dbmdz/bert-base-italian-xxl-cased

and termination actions often align with engaging
with the services or platform.
For the validation stage, the performance metrics
generally suggest high accuracy for both models.
Notably, the ITALIAN-LEGAL-BERT model exhibited
marginally better performance than the Italian BERT
XXL, and in some cases the general-purpose model
even slightly outperformed its domain-specific
counterpart. Although seemingly counterintuitive,
similar observations were made by Licari and
Comandè (2022) in their study, where the fine-tuned
model underperformed compared to the
general-purpose tasks reliant on trained criminal
cases law. We think that it might be the case that the
knowledge required to detect our categories lies
more in the language patterns than in the specific
legal linguistic knowledge. However, full
understanding of this effect requires further
investigation and an expanded corpus to facilitate a
more comprehensive analysis.
Finally, we note that the few-shot prompting strategy
yielded surprisingly unsatisfactory results,
considering previous results presented in literature
(Yu et al., 2023). However, exploring alternative
strategies for selecting the prompt and possibly
testing different Language Model Models (LLMs)
may lead to improvement.

6. Conclusion
The primary purpose of this work was to validate a
coding scheme created for the goal of automatically
tagging the different types of clauses in Italian
Terms-and-Condition contracts.
We started from the categorization proposed in the
Atticus Project and filtered and adapted the
categories to best fit our case study and the
characteristics of the Italian legal system.
The coding scheme demonstrated good reliability.
We then annotated a small, but consistent,
annotated corpus. Three automatic classification
exercises were conducted to assess baselines for
further improvements.
Our ultimate objective is to provide legal experts with
a tool to support a more thorough and efficient
contract review process. Although the results are still
preliminary, we believe that this work can contribute
to the general topic of AI and Law, and specifically
focus the research on concrete applications.
Future research directions may include expanding
the annotated corpus to cover better all the
categories, as well as to include other legal domains
for a more comprehensive analysis. Furthermore,
exploring alternative strategies for few-shot
prompting and testing different model architectures
could improve automatic annotation accuracy.
Finally, additional comparative studies between
domain-specific and general-purpose models will
help identify effective approaches for handling legal
text.
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