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Abstract

Existing multi-hop question generation (QG) methods treat answer-irrelevant documents as non-essential and
remove them as impurities. However, this approach can create a training-inference discrepancy when impurities
cannot be completely removed, which can lead to a decrease in model performance. To overcome this problem, we
propose an auxiliary task, called order-agnostic, which leverages non-essential data in the training phase to create
a robust model and extract the consistent embeddings in real-world inference environments. Additionally, we use
a single language model (LM) to perform both ranker and generator through a prompt-based approach without
applying additional external modules. Furthermore, we discover that appropriate utilization of the non-essential
components can achieve a significant performance increase. Finally, experiments conducted on HotpotQA dataset

achieve state-of-the-art.
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1. Introduction

Question Generation (QG) (Zhou et al., 2017; Du
et al., 2017; Dong et al., 2019) is the task of auto-
matically generating questions from a given input
context and answer. With the increasing demand for
automated question generation in various applica-
tions, such as education (Liu et al., 2012; Tsai et al.,
2021), information retrieval (Zhao et al., 2011), and
conversational agents (Gu et al., 2021), QG has
become a prominent research area in Natural Lan-
guage Processing (NLP).

Currently popular QG models mostly focus on
generating questions in a single-hop manner, us-
ing a SQUAD-style QA dataset (Rajpurkar et al.,
2016). Single-hop QG (Xiao et al., 2020; Ushio
et al., 2022a) generates questions from a desig-
nated answer word by leveraging only a single sen-
tence or phrase from the input context. Although
useful in certain scenarios, accuracy of single-hop
QG degrades when relevant contexts, which have
intricate dependencies, are spread out across mul-
tiple regions in the input document.

Effectively applying QG in the real-world re-
quires multi-hop reasoning, in which the model
attends to necessary contexts spread out among
non-adjacent documents. QG using dialogue tran-
scripts, for instance, require understanding inter-
actions across speaker boundaries (Jeong et al.,
2020). In video modality, multiple segments are
extracted from video (Kim et al., 2020).

To overcome the limitation of single-hop QG,
multi-hop QG systems typically integrate a ranker
that ranks and extracts only answer-relevant con-
text segments. In addition, many previous research
on multi-hop QG (Su et al., 2020a; Sachan et al.,
2020; Pan et al., 2020; Xie et al., 2020; Su et al.,

2022; Zhang and Bansal, 2019) employ additional
external module to support the ranker as their con-
text filtering modules to build document structure
and complex relationships between sentences.

However, using an external module as the ranker
to extract relevant documents can cause additional
brittleness to the QG pipeline in real-inference sce-
nario. One example is the training-inference dis-
crepancy that originates from teacher-forcing the
ranker during training. In practice, imperfect con-
text result of the ranker degrades inference perfor-
mance of the final QG model by relaying unstable
extracted context, which not only has golden an-
swers but also unnecessary information.

This paper proposes NENE, a multi-hop QG
model designed to be robust against noise from
imperfect context extraction. The key idea of NENE
is to use a single sequence-to-sequence LM that
acts as both the context ranker and question
generator through prompt-based approach, and
utilize order-agnostic encoder as auxiliary task to
minimize the impact of training-inference discrep-
ancy. The sub-task, context ranker, introduces an
objective to sort documents by relevant to the tar-
get question. The auxiliary task, order-agnostic en-
coder, enables the LM encoder to produce consis-
tent context embeddings even in realistic inference
scenarios where the ranker fails to arrange docu-
ments in order of relevance. During the process,
NENE learns to incorporate parts of documents
previous QG systems dismissed as “unnecessary”
for better question generation. We make a surpris-
ing observation where bootstrapping the encoder
for robustness enables the system to leverage infor-
mation in seemingly irrelevant contexts to increase
question generation quality.
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Our method is validated on the widely-used
HotpotQA benchmark with various metrics. While
achieving state-of-the-art performance in multi-hop
QG, we train only a single LM along with order-
agnostic properties by multi-task learning.

Our main contributions are as follows:

» We propose a novel framework, NENE, that
utilizes a single language model as both the
ranker and the generator using a prompt with-
out any additional modules.

» To help the model learn the dependency be-
tween documents in an implicit way and tackle
the training-inference gap, we introduce an
auxiliary task called order-agnostic encoder,
which ensures that the LM encoder generates
consistent embeddings regardless of the order
and amount of answer-irrelevant documents.

» We evaluate our method on HotpotQA bench-
marks and achieve state-of-the-art perfor-
mance, using widely used metrics such as
BLEU, ROUGE, and METEOR scores.

2. Preliminary

2.1,

The objective of the Multi-hop QG task is to gener-
ate a question @ with a given answer a and given
text corpus of M documents D = {Dy,...,Dps}.
This can be represented as follows:

Q = fqg(a, D) (1)

where f,, refers to the question generation model
and only a subset of documents S C D is relevant
to the question and answer.

Also, there are many recent studies on multi-
hop QG utilizing the additional module. MulQG (Su
et al., 2020a) and GATE (Sachan et al., 2020) use
an entity graph to link sentences that mention the
same object. SGGDQ (Pan et al., 2020) builds DP-
based semantic graphs to capture global structures
of documents and facilitate reasoning. FRA (Xie
et al.,, 2020) applys reinforcement learning by
designing discriminators for QG-specific rewards.
QA4QG (Su et al., 2022) and semQG (Zhang and
Bansal, 2019) add additional QA modules for multi-
hop QG.

Multi-hop Question Generation

3. Methodology

In this section, we introduce our architecture to train
multi-tasks with a single LM for robust multihop-
QG. Figure 1 presents an overview of our ap-
proach, which introduces a ranker as a subtask
(Section 3.1), order-agnostic encoder as an aux-
iliary task (Section 3.2), and a final multi-hop QG
module as a main task (Section 3.3).
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Figure 1: Overall structure of NENE. A, P, and
N respectively denote the anchor, positive, and
negative.

3.1. Subtask: Ranker

Among a set of documents entering the input of a
multi-hop QG, answer-irrelevant documents, called
non-essential, exist that are unnecessary to gener-
ate a question. The sub-task is designed to reflect
the above data characteristics. The ranker module
extracts answer-relevant documents, called essen-
tial, required to generate questions by referring to
the answer from a given corpus. The result of the
ranker module can be utilized to provide refined
data to the generator and to improve the generation
ability during inference time. Additionally, “select
relevant document indexes” is used as the task def-
inition in the prompt phrase for a given sub-task
to improve clarity and performance. The final input
form of the ranker is [select relevant document in-
dexes: answer: a, context: D]. The output of ranker
is the index of answer-relevant document which is
produced by generation manner. It can be denoted
as follows:

S = frank’ (a7D) (2)

where S means the answer-relevant subset of docu-
ments and f,..,x Mmeans the ranker model including
the prompt phase. With the training, the loss of the
ranker using cross-entropy is defined as follows:

Lygni, = —Xs IOg(é) (3)

where s € S means index of answer-relevant docu-
ments and § is the predicted probability of s.

3.2. Auxiliary Task: Order-agnostic
Encoder

The auxiliary task is designed to help generate
appropriate questions in any given situation with-
out additional external modules, even if the ranker
module fails to get the correct golden output for a
given text corpus. In other words, regardless of the
order and number of unrelated documents (non-
essential), the encoder embeddings should always
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Models BLEU-1

BLEU-2 BLEU-3 BLEU-4 METEOR ROUGE-L

with Golden Supporting Facts Sentences

ASs2s-a (Kim et al., 2018) 37.67 23.79 17.21 12.59 17.45 33.21
SemQG (Zhang and Bansal, 2019) 39.92 26.73 18.73 14.71 19.29 35.63
F+R+A (Xie et al., 2020) 37.97 - - 15.41 19.61 35.12
SGGDQ (DP) (Pan et al., 2020) 40.55 27.21 20.13 15.53 20.15 36.94
ADDQG (Wang et al., 2020) 44.34 31.32 22.68 17.54 20.56 38.09
QA4QG (LARGE) (Su et al., 2022) 49.55 37.91 30.79 25.70 27.44 46.48
NENE (BASE) 49.62 40.1 32.48 26.22 37.22 49.14
Full Document Context
(w/o Golden Supporting Facts Sentences)
MulQG (Su et al., 2020b) 40.15 26.71 19.73 15.2 20.51 35.3
GATENLL+cr (Sachanet al., 2020) - - 20.02 22.40 39.49
LowResourceQG (Yu et al., 2020) - - 19.07 19.16 39.41
QA4QG (BASE) (Su et al., 2022) 43.72 31.54 24.47 19.68 24.55 40.44
QA4QG (LARGE) (Su et al., 2022) 46.45 33.83 26.35 21.21 25.53 42.44
NENE (BASE) 44.40 33.46 25.14 19.01 32.93 42.61

Table 1: Performance comparison between NENE and previous MQG methods on the HotpotQA dataset.
The results, except ours, are reported from (Su et al., 2022). Bold represents the best performance among
all experiments. Underline indicates the best score excluding the LARGE model settings.

be the same when all answer-relevant documents
are included in the input. We define the above intu-
ition using the relationship between an anchor and
a positive example. An anchor consists of only es-
sential documents, and positive contains all essen-
tial documents, but non-essential documents are
also randomly mixed. Additionally, negative sam-
ples are designed to prevent all embeddings from
becoming similar to each other. An easy negative
sample is the input corpus consisting of only non-
essential documents. A hard negative sample in-
cludes parts of answer-relevant documents as input.
This negative sample prevents it from becoming
more similar to anchor embedding at a certain level.
As a result, the model is able to learn the relation-
ships between sentences and documents in an
unsupervised manner without the assistance of ex-
ternal modules. To implement this, the triplet margin
loss is adopted. It can be denoted as follows:

Lorder = max(0,d(A, P) — d(A,N) +~) (4)

where d means the distance between encoder em-
bedding of inputs, A means anchor which consists
of only all answer-relevant documents, P means
positive sample, N means negative sample, and ~
is the margin parameter controlling the minimum
relative distance.

3.3. Main Task: Generator

The generator module receives the original data
and output of ranker as input and performs multi-
hop QG. Except for using a different task definition
in the prompt phase, the generator model is identi-
cal to the one used in the ranker module. For QG,
the task definition “generate question” is used as

the prompt. The final input form of the generator
module is [generate question: answer: a, context:
S, D]. It can be denoted as follows:

Q = fgeN(a7 57 D) (5)
where f,.,, means the final generator module for
multi-hop QG. The loss of the generator is com-
puted by cross-entropy, which is expressed as:

Lgen = —Xqlog(q) (6)

where ¢ € Q refers to the each token of question
and g is the predicted probability of that token.

Finally, we integrate all losses as follows:

Lfinal - Lgen + aLrank + ﬁLorder (7)

Input BLEU METEOR ROUGE-L
Ranker 33.47 25.21 32.55

+ non-essential  43.29 31.90 41.80

+ order-agnostic  44.40 19.01 42.61

Table 2: Ablation study of generator.

Extractor F1 EM

Anchor 20.59 21.47
+ Positive 72.40 41.18
+ Easy Negative 74.43 44.25
+ Hard Negative 74.56 44.25

Table 3: Ablation study of ranker.
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4. Experiment

4.1. Experiment Setting

In order to evaluate the efficacy of NENE, we carry
out experiments on the HotpotQA Yang et al. (2018)
dataset. Also, we use the LMQG model (Ushio et al.,
2022b) as a baseline model, pre-trained for single-
hop question generation, based on T5-base (Raffel
et al., 2019). We train the NENE framework with
the AdamW optimizer (Loshchilov and Hutter, 2017)
and cosine annealing with warm-up restart sched-
uler (Loshchilov and Hutter, 2016). The total epoch
is set to 15, and the first 3 epochs are used as a
warm-up session. The batch size is set to 16. The
initial learning rate is set to 0.001, and the random
seed is set to 10. We set v to 1 for margin value
and the cosine distance is used for triplet margin
loss. We use the default cross-entropy loss for both
the ranker loss and generator loss. The total loss
is balanced with o and 5 where 1.0 and 0.1, re-
spectively. In addition, to learn a order-agnostic
property, we randomly shuffle input data in each
iteration. The Golden Supporting Facts Sentences
from HotpotQA are considered as all the neces-
sary information for problem-solving. Additionally,
non-essential sentences are utilized for negative
samples.

4.2. Performance Evaluation

Table 1 shows the multi-hop QG performance of
our proposed framework, NENE, along with that
of baselines. The upper half of Table 1 evaluates
our framework, assuming that the answer-relevant
documents are known as oracle in advance. The
lower half evaluates our framework when given the
entire corpus without knowing which documents
are related to the answer. Our proposed model out-
performs all compared models in every evaluation
metric when QG is performed using fused data
augmentation with authentic answer-relevant doc-
uments, known as an oracle, without the ranker
module during inference time. Additionally, in an
end-to-end multi-hop QG scenario where a ranker
module is used to extract answer-relevant docu-
ments followed by QG, our model achieves the best
performance in all metrics except for BLEU-4 when
having the same model size condition. Moreover,
our proposed model shows better results in ME-
TEOR and ROUGE-L than the LARGE size model
in full document context setting. This result indi-
cates that the proposed subtask and auxiliary task
are effective in performing the multi-hop QG main
task.

4.3. Ablation Study of Generator

As shown in Table 2, we conduct an ablation study
to validate the usefulness of each proposal. Each
row include extra modules, including those men-
tioned in the preceding rows. We observe that all
the proposed factors contribute to the improve-
ment of QG performance. Note that excluding non-
essential documents dramatically hinders perfor-
mance. We find that including non-essential docu-
ments for multi-hop QG are important in learning
the relationship between documents in an unsuper-
vised and implicit manner without additional mod-
ules. In addition, the combination of non-essential
and order-agnostic shows best performance, which
highlights that proper utilization of non-essential
documents is necessary for the multi-hop ques-
tion generation model. There are two reasons for
such a phenomenon. First, the ranker module may
fail to accurately extract the essential documents
during inference. In such cases, the QG module,
which only uses the result of the ranker, has limited
access to the information required for generating
appropriate multi-hop questions. Second, the more
complex input data is prepared by considering the
order-agnostic property, which aims to ensure con-
sistent results regardless of the composition of the
data.

4.4. Ablation Study of Ranker

Table 3 shows the performance gain of ranker
brought about by each component of the order-
agnostic encoder. The anchor refers to the utiliza-
tion of a conventional encoder without consider-
ing the order-agnostic property. The result demon-
strates that the ranker module with an auxiliary task
incorporating non-essential items leads to a signifi-
cant performance improvement rather than using
only answer-relevant documents. In other words,
our unsupervised auxiliary task, designed to satisfy
the order-agnostic property for the encoder that
ensures similar embedding, extracted for inputs
containing all answer-related elements regardless
of their composition, helps to identify the relation of
components and facilitates the ranker task. Addi-
tionally, our proposed hard negative achieves the
best performance, indicating that the proper de-
sign for using non-essential can further improve
performance.

5. Conclusion

In this paper, we propose a robust multi-hop QG
framework, NENE, which fully utilizes the data pre-
viously thought to be non-essential based on a
single LM through a prompt-based multi-task learn-
ing. To utilize the non-essential documents, we
design subtask, auxiliary task, and main task of
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multi-hop QG by proposing the order-agnostic prop-
erty, which guarantees consistent output and robust
model by considering training-inference discrep-
ancy. Through these modules, our model is able
to extract the connotation from any situation, even
if mandatory and non-essential information is mis-
classified, without the help of additional external
model that explicitly define relationships between
sentences. The proposed NENE is evaluated to
prove effectiveness on the widely used multi-hop
QG dataset, HotpotQA. The outcomes reveal a con-
sistent and significant performance improvement
over state-of-the-art models.

6. Limitations

While our model achieves a new state-of-the-art
performance in multiple evaluation metrics, it still
has several limitations. First, our framework trains
an order-agnostic encoder with a set of all given
documents as input. This strategy has the potential
to exceed the max sequence length limit of model
when the number of given documents is too large.
Second, our order-agnostic task operates in an un-
supervised manner with a simple structure, which
suggests that our proposal is applicable to multi-
ple tasks. However, this also means that it does
not consider the characteristics of the main task.
If appropriate guidance is given that reflects the
properties of the main task, it is expected that the
end-to-end performance of the model will be further
improved.
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