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Abstract
In his Universal 14, Greenberg stated that the normal and dominant order in all world languages was to place
the condition before the conclusion in conditional sentences. We take this claim to review it quantitatively
and based on occurrences in real texts in more than 50 languages. We can see that Greenberg’s proposal
is correct but that it needs a reformulation to be true at all. We propose a quantitatively based and updated
Universal 14, which gives a better account of the representation of the different languages analyzed and
which is fulfilled in 100% of the cases (as opposed to Greenberg’s 60% in our sample). In addition, we also
analyze adverbial sentences. Once we obtain the occurrence data in their direction (before or after the main
verb), we plot a new Universal in a typometrical way: 100% of the languages show a higher proportion of
preceding conditional clauses than of adverbial clauses, regardless of their type or the direction preference
for adverbial clauses. The relationship between the SOV type and a stricter initial conditional location is also proposed.

Keywords: Conditional, Universal Dependencies, Token-based Typology

1. Introduction

In this study, we propose an approach that com-
bines Linguistic Typology and Computational Lin-
guistics to obtain new data about Language Univer-
sals from a quantitative perspective, also known as
Typometrics (Gerdes et al., 2021) or Token-based
Typology (Levshina, 2019). Specifically, our objec-
tives are:

* To review Greenberg’s Universal 14 based on
occurrences in real texts from different lan-
guages.

» To reformulate the Universal in quantitative
terms.

» To propose a new Typometric Universal re-
lated to conditional sentences, the subject of
Universal 14, as well as adverbial clauses.

 To describe the distribution order of conditional
sentences and adverbial sentences in some
languages never attested before.

As far as we know, this Universal has not been
systematically and typologically reviewed in the
literature in Computational and Quantitative Lin-
guistics. Hence the interest in this study. However,
given the novelty of the approach and the limita-
tions of space, we will limit ourselves to represent
an approximation to its study, without being able
to cover all possible details of the phenomenon.
Our study is based on Universal Dependencies
(UD), with 150 languages and over 200 treebanks

in its 2.11 version. This means that there are limi-
tations to the labeling of some linguistic elements,
especially in word morphology. This gap has a
direct influence on languages of a typology with
a tendency to be polysynthetic or similar, as the
conditional information is contained within words
that have not been detailed in depth. Therefore,
this language type cannot be checked in this study,
which is preliminary and can be considered a good
starting point to point out interesting trends and
the methodology we propose to investigate. These
results may be complemented in the future with
the languages not represented in UD and which
usually coincide with the typology described above.
Once we know these limitations, we have con-
ducted the research with the rest of the languages.
To do so, we have formalised the conditionals with
the Grew-Match syntax, which is the tool we have
used to carry out the queries, and we have ob-
tained the lexical information through PanLex.

2. State of the art

The linguist Joseph Greenberg (1963) completely
transformed the discipline of Linguistic Typology
with a paradigm shift from morphology to syntax
(word order). His proposal is based on 45 Uni-
versals that he claimed based on 30 languages,
either known to him or based on data extracted
from grammars, that is, what is known as an arm-
chair Linguistics perspective (Clark and Bangerter,
2004). Universal 14, which we want to address in
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this paper, states:

In conditional statements, the conditional
clause precedes the conclusion as the
normal order in all languages.

In other words, what Greenberg indicates is that
when a language wants to express a conditional
sentence, it usually places the conditional part be-
fore the conclusion part. That is, all languages
prefer to express “If you want, you can come to my
house” instead of “You can come to my house if
you want’.

Even if this Universal has not been analyzed in
Quantitative Typology, we find other proposals that
treat similar elements, which try to offer a much
finer-grained approach to different linguistic phe-
nomena, in line with what we propose here. One of
the foundational and most relevant publications is
probably that of Liu (2010), trying to understand the
functioning of languages quantitatively concerning
their predisposition to be head-initial or head-final.
Other studies in this regard that can be highlighted
are those of Guzman Naranjo and Becker (2018)
or Levshina (2019), although they usually focus
more on the potential for explaining the order of
the direct object in relation to the verb and even, in
the case of Levshina (2019), to understand other
metrics such as linguistic entropy.

In strict relation to the study of Greenberg’s Uni-
versals in Quantitative Typology, we find some
studies such as those of Brosa-Rodriguez and
Jiménez Lopez (2023), Choi et al. (2021a), Choi
et al. (2021b) and Gerdes et al. (2019). In these,
the proposals of Universals 1, 3, 4, 17, 19, and
25 are reviewed. That is, as we have announced,
there is room for research on conditional structures
in the field of Linguistic Typology and specifically
about Greenberg'’s proposal thanks to new meth-
ods and data.

Of course, we do not want to assert that con-
ditionals have not been extensively treated in Lin-
guistics, as there are different approaches to the
phenomenon, which we do not fully develop here
due to lack of space, but which can be expanded
in Liu (2019). Surely, the most prolific are the com-
parative studies between two languages and the
different behavior of their conditionals, such as the
example of Hammadi (2019) or Hasselgard (2014),
regarding English and Arabic and English and Nor-
wegian, respectively. The field where there is prob-
ably the greatest interest in the phenomenon is the
cognitive one. In these types of studies, they try to
analyze in a detailed way the different occurrences
and cases that the manifestation of conditional
structures entails to try to understand it through
processing explanations. However, we must em-
phasize that these studies tend to be focused on
a maximum of 2 or 3 languages and, therefore, it

is difficult to extend these results to many other
languages.

In Linguistic Typology, we find some attempts
to treat the phenomenon from a cross-linguistic
perspective. However, this is not an easy task. As
Comrie (1986) points out, the fact that there can
be both intralinguistic and cross-linguistic variation
in the manifestations of conditionals is problematic.
This makes it difficult to identify them completely in
all languages and also to define them in a precise
but extensible way. Following Comrie (1986) again,
abstractly and logically, we can understand con-
ditionals as a relation between two propositions,
one which is the protasis (traditionally called p, the
condition for Greenberg) and another which is the
apodosis (traditionally called g, the conclusion for
Greenberg). These can be both true, both false or
p can be false and g can be true, from a logical
point of view.

From a typological point of view, we can present
the different manifestations we have to mark a con-
ditional structure in languages in the following pos-
sibilities:

» That there is a marking in the protasis and
there is no marking in the apodosis, or it is
optional.

» That there is a mark in the apodosis and there
is no mark in the protasis, or it is optional.

* That there is a mark on the protasis and
a mark on the apodosis, both of which are
mandatory.

 That there is no mark on either the protasis or
the apodosis.

The universal trend is that languages manifest
the condition through the first case, as in English,
where we have a mandatory if element and an
optional then element. However, we can find some
exceptions, known as rarain typology in the other 3
cases. In the case of Mandarin, we can find some
occurrences where only the conclusion of the con-
dition is marked (Comrie, 1986), although there
is also the marking of the condition only in other
examples (Liu, 2019). The obligatory marking of
both parts has been found only in New Guinea
Pidgin, up to our knowledge (Comrie, 1986). On
the other hand, Viethamese and Mandarin, accord-
ing to Comrie (1986), adhere to the last of the
cases, where there is no mark. Olguin Martinez
and Lester (2021) add to this last group the Imonda
language. It is known that such a construction is
conditional thanks to implicatures, context, and
common knowledge.

Subsequently, we must review different ways lan-
guages manifest to mark this element in the prota-
sis. According to Traugott et al. (1983), conditional
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markers are most commonly particles, clitics, or
affixes. In addition, they also state that the univer-
sal structure is that they appear within the clause
already pointed out by Comrie (1986) before the
condition.

Again, the most common will be using an inde-
pendent word or particle. In the case of using clitics
or affixes, these can appear either in initial posi-
tion, as in Swahili (ki-, ngeli-, ngali-, nge-) (Nicolle,
2017), or in final position as in Rama (-kata)
(Olguin Martinez and Lester, 2021). It is also pos-
sible to find that the condition mark is the inver-
sion of the order in some cases of German, e.g.,
however, both German and Swahili and the vast
majority of languages present a clear and separate
word to mark the conditions of less marked cases,
leaving order changes or suffixes for different con-
ditional types (Comrie, 1986; Haiman, 1983).

In addition, we must warn that we are fully aware
that there may be alternatives in each language
to create conditional sentences using other struc-
tures, such as, for example, in English, the sen-
tence: “You drink one more beer and | think I'm
leaving”. In this case, there is no direct equivalent
element to ‘if’, but rather we find a coordinative con-
junction that joins two sentences corresponding to
slightly different temporal moments. In this case,
the conditional structure is inferred. We will not
address all these cases for three different reasons.

Firstly, Greenberg was always analyzing the
more canonical cases, even though his Universals
are formulated in such a general way that these
structures could be included. If we want to review
what Greenberg considered more faithfully, per-
haps we should focus on the canonical structures.

Secondly, it is impossible to formalize the differ-
ent non-canonical possibilities that each language
has for creating conditional sentences. We do
not have this information for many of the world’s
languages. Furthermore, it makes no sense to pro-
pose an ad hoc formalization for these cases when
it would not be Universal.

Thirdly, according to Weisser (2019), the behav-
ior of all these non-canonical cases can be encom-
passed and represented by the canonical cases
within each language, as demonstrated by these
adverbial conditional sentences.

In short, we have seen how the universal behav-
ior is using a specific word located in the condition
of the subordinate clause.

As we have mentioned, Universal Dependencies
has bet on an analysis of syntactic elements to
the detriment of morphological ones, which penal-
izes the level of detail that we can obtain in these
types of languages. There is still a lack of a clear,
agreed-upon, and Universal commitment to reflect
all the detailed morphological information that al-
lows this type of analysis. We observe a clear

under-representation of (poly)synthetic languages
in Universal Dependencies, probably due to the
lack of consensus even today and the difficulties in
its labeling. We believe, furthermore, that offering
interglossae could help to homogenize all of this
and make the comparability between languages
of this type and others with a more analytical or
inflectional profile more natural and feasible.

3. Methodology

Once we have observed the lack of computational
data regarding conditional adverbial clauses in lan-
guages worldwide, we must detail how we propose
to approach this phenomenon.

3.1.

To perform a quantitative analysis based on data
extracted from real texts, it is reasonable to look for
corpora that contain grammatical tagging of the ob-
ject under analysis. Additionally, since we intend to
compare linguistic structures in different languages
worldwide, we must strive to facilitate comparability
by using the same terminology and process of an-
notation. Therefore, this linguistic information will
be extracted from Universal Dependencies 2.11
(Nivre et al., 2023).

The sample with which we work is a convenience
sample (Miestamo et al., 2016). Although in typo-
logical studies, it may be recommended to create a
variety sampling or probability sampling, we do not
consider it possible or interesting given the current
availability of languages in this resource. However,
we believe that in the future, thanks to a greater
presence of languages, it will be possible to ap-
proach both positions. Additionally, we believe it is
not entirely advisable to exclude any language to
maximize our goal of offering a typological charac-
terization of conditionals in all possible languages
worldwide (as in many of them, we do not have this
information).

In any case, we believe that our results can be a
good starting point (as there are no other similar
studies with this object of study computationally, up
to our knowledge) to understand these universal
trends. In the future, the exact quantitative result
may be modified, although we believe it will be only
slightly, and, therefore, the claims we may propose
will not change in general.

The initial selection of languages that it is possi-
ble to analyze consists of a fairly varied representa-
tion of the different basic linguistic types, as can be
seen in the comparison that we establish between
our percentages and those that exist in the WALS
in table 1.

As can be seen, the representation of linguistic
types is quite similar to the comparison element

Sample, size, and source
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Table 1: Sample Type Comparison with WALS

Type Our Sample % WALS’ Sample %
SVO 58 41

SOV 21 35

VSO 7 7

VOS 0 2

ovs 1 0

osv 0 1

NDO 12 14

(WALS), although there is a slight preference for
SVO languages. These data are interesting be-
cause they allow us to point out a possible correla-
tion between SOV-type languages (therefore, with
a head-final tendency) and a greater rigidity in the
initial placement of IF-clauses.

Regarding the genetic aspect, more than half
of the languages (58%) are of the Indo-European
family, one of the best-known biases in UD. Re-
garding the area, the great majority of languages
are from Eurasia (88%), followed by Africa (6%),
Papunesia (4%), North America (1%), and South
America (1%). Only Australia is not represented
(0%). These data, besides demonstrating the obvi-
ous bias of the UD database, show us that the data
we can show here, although interesting, will have
to be checked in the future with a better sample to
be confirmed.

As is known, the corpus typology in Universal
Dependencies is varied. In this case, the possi-
ble bias of some languages (especially those with
few resources and, therefore, only one treebank)
is questionable if the information comes only from
literary or sacred texts, for example. However, we
still believe that if we have no additional information,
we must consider this data as the most suitable
to understand the language, as in traditional Lin-
guistic Typology when considering dead languages
whose only preserved texts are of a very specific
type (usually sacred). Therefore, we do not apply
any type of textual typology restriction to obtain the
maximum number of languages to analyze. For ex-
panding this information, we recommend Levshina
(2021).

In short, we rely on corpora, usually drawn
mostly from wikis, news, fiction, legal texts, and
blogs or reviews. As can be seen, the typology of
texts is quite varied and interesting, although writ-
ten content prevails over oral content, something
that should be considered. We have carried out a
check on whether the corpus typology influences
the results obtained (in the case of languages with
variety). We have not observed any clear and
strong patterns which would allow us to indicate
that there is a conditioning, neither of the frequency
of occurrence of conditional structures in general
nor of a greater occurrence of a certain order of

occurrence. However, we would like to point out
that corpora containing news or oral inputs tend
to show more conditional structures than corpora
based on wikis. The size of the treebanks is very
different between languages, so we will show the
results as a percentage, which allows for homoge-
nization and comparison of results.

However, the significance test (the p-value) we
have carried out is the most interesting measure
to validate the reliability of the data we present
and filter possible conclusions. In this, we check
the size N necessary to accept as valid a given
distribution of occurrences in a binomial law X. If
we postulate a null hypothesis (HO), we can check
if the individual results in each language are less
than 0.05. This will mean that the sample of condi-
tionals available to us is large enough to state that
the results would have the same trend with any
other sample and larger size. Once automatically
calculated in Python, we can draw much more re-
liable conclusions. Of the 57 languages for which
such a result can be analyzed in conditional con-
structions, 39 pass this test with a large margin,
and 18 are slightly above the limit. The full data
can be seen later in figure 7, where the case of
languages we should isolate for this lack of confir-
mation is marked with a special color. However, all
languages, whether they show that level below the
formulated threshold or not, behave in the same
way and contribute in the same way to the Univer-
sal. Therefore, there is no change in whether these
languages are filtered or not.

3.2. Tools

This study, given the complexity of the linguistic
structure we want to analyze, requires the use of
two different tools. First, it is necessary to obtain
the equivalent of ‘if’ in the different languages we
want to analyze. Ideally, this information would be
easily retrievable through interglossae in Univer-
sal Dependencies. However, this is not possible,
as most Treebanks have not chosen to provide
such information, leading us to search for this in-
formation externally. Therefore, we have compiled
a list of all the languages we have Treebanks for
and have used the PanLex tool (Kamholz et al.,
2014), following a methodology already proposed
in Brosa-Rodriguez and Jiménez-Lépez (2023);
Brosa-Rodriguez and Jiménez-Lopez (2024) or
McCarthy et al. (2020), all three studies on Uni-
versals, but in the lexicon, about the implicational
hierarchy of the Berlin and Kay colors.

With this resource, we can obtain an equivalent
for the meaning of ‘if’ in various languages. Accord-
ing to the creators, there is lexical documentation
for 5,700 languages (although, obviously, in some
cases, the variety of the present lexicon is lim-
ited). The special interest of PanLex in represent-
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Table 2: Little Sample of Languages and their IF-
Value

Language IF-Value
Croatian ako

Czech jestlize | jestli | pokud
Danish hvis

Dutch als | indien

ing languages with few resources and traditionally
marginalized is an important aspect when it comes
to typologically representing a broad range of lan-
guages, and it is also interesting for the future, as
if data availability scales, we will be able to con-
tinue working with this tool. Additionally, thanks to
the design of this tool, we have been able to avoid
two classical problems in lexical searches, such
as homonymy and synonymy. Through a double
translation process, we could verify if the form ob-
tained in that language also corresponds to other
elements that must be considered. However, we
are not overly concerned about homonymy, as we
require this ‘if’ to have a specific part of speech
and be anchored in a very specific structure, which
rules out other uses. In other words, the formaliza-
tions shown below allow us to manage this possi-
ble homonymy and filter out only the cases we are
interested in.

On the other hand, we can also obtain percent-
ages of similarity with other forms that may be
equivalent to ’if, that is, synonyms. Following the
precepts of Gries (2013), if there is a similarity of
more than 66.66% between two forms, we consider
them to be synonymous, as in Polish with "jesli"
and "jezeli". In summary, we can compile a list
of all the words, a reduced version shown as an
example in table 2.

Once we have all the usable forms, we must
find a tool to analyze this annotated data in Uni-
versal Dependencies. The selected tool, due to
its completeness and visual and metric facilities,
is Grew-Match (Guillaume, 2021). To use it, we
just need to formalize the structures we want to
analyze using the tool’s own syntax.

3.3. Formalization

To capture conditional adverbial structures with
different words, we propose the following formal-
izations' 1 and 2:

'The use of "whether" is discarded as it shows prac-
tically no occurrences in the analyzed corpora. This is
because we have proposed a formalization to capture
the structure of the conditions. This allows us to filter
out cases such as "whether", where there is no condi-
tion behind it, as it usually appears in subordinate noun
clauses. In the case that there is a shared word for both
structures, if and whether (in Spanish or French, for ex-

%14-IF-before

pattern { IF [upos=SCONJ, lemmas=if] ;
VIF [upos=VERBI|AUX] ;

VMAIN [upos=VERBI|AUX] ;

VIF -[mark]-> IF ; VMAIN -[advcl]-> VIF ;
IF<<VMAIN }

%14-IF-after

pattern { IF [upos=SCONJ, lemmas=if] ;
VIF [upos=VERB|AUX] ;

VMAIN [upos=VERBJ|AUX] ;

VIF -[mark]-> IF; VMAIN-[advcl]-> VIF;
IF>>VMAIN }

(2)

In them, we have created a pattern where there
is a word that corresponds to the equivalent of ‘if’
in each language and where we must manually re-
place the "if" part (corresponding to the English ex-
ample) with the specific element of each language.
This element depends on a verb or auxiliary that is
the central element of that structure. The central
element of this structure is dependent on another
verb or auxiliary, functioning as an equivalent to an
adverbial clause. In the first pattern, we require
the condition to precede the conclusion, and in the
second, the conclusion to precede the condition.
To calculate the distribution of adverbial clauses in
general in the languages, it is sufficient to remove
from the presented formalization ", lemma = i f".2
This means that the formalizations we have ana-
lyzed above ("if") are also included in this more
general query.

However, the formalization presented above only
works for languages that mark the conditional by
an isolated word or particle (the majority in the lan-
guages of the world and especially in UD). We also
believe it is necessary to offer a solution to capture
occurrences corresponding to clitics, prefixes or
suffixes computationally; that is, elements joined
in a word. In the case of Basque, for example, we
would offer the formalization 3, where we look at a
word the form of which begins by ba:

%14-1F-basque
pattern { GOV -[advcl]-> DEP ; (3)
DEP [upos=VERB, form=re"ba.*"] }

The current limitations with UD, of different origins,
do not allow a search like this, as will be detailed in
the limitations section. This causes this preliminary
study to focus on languages expressing conditions
separately.

ample), the syntactic constraints in the rule we propose
allow us to capture only the conditions and discard other
options.

2However, another more convenient option is to
use the clustering function by whether in Grew, as we
show in the link https://Universal.grew.fr/?custom=
64c66c5ee3027.
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3.4. Calculation

As we have mentioned, there are different ways
to calculate a Universal. Fundamentally, the cal-
culations we propose respond to two different ap-
proaches. On the one hand, we will try to offer a
more traditional review to analyze the degree of ac-
ceptability of Greenberg’s original proposal based
on categories based on quantitative data and real
texts. On the other hand, we intend to reformulate
the Universal in the style of Typometrics, that is,
purely quantitative.

To work with Greenberg’s Universal, we must
translate the concept of "normal order" into quanti-
tative terms, which is what we will obtain. Based on
the proposal of Gries (2013), which relates Statis-
tics to Linguistics, we understand basic or domi-
nant order as an element with double or greater
occurrence than its next competitor. In the case of
a dichotomy, such as Universal 14, this translates
into designating one of the two orders if its occur-
rence is above 66.66%. If, on the other hand, the
occurrence is between 33.33% and 66.66%, we
must understand that there is no tendency for a
language to adopt either of the two orders as its
normal order.

The review of this same Universal in quantitative
terms should only consider which of the two orders
has the highest occurrence. However, since we
want to go further and formulate a two-dimensional
Typometric Universal too, we must cross these
quantitative data from the previous Universal with
those of the calculation of adverbial clauses to see
the internal proportion of each language and see
if we can highlight invariances in the behavior of
all of them and their distribution considering both
variables at once.

4. Results

After conducting our study, we obtained interesting
results with a clear trend, only broken by Norwe-
gian. Therefore, we decided to discuss with a
Norwegian linguist and concluded that there was
an error in the annotation for this language. Such
problems in corpus annotation can be expected
in some cases, as is demonstrated in (Wisniewski
and Yvon, 2019). Norwegian has two forms equiv-
alent to ‘if’: hvis and om. There is no problem
with the first one, but the second one has a case
of homonymy, as it is also used as an adposi-
tion, equivalent to ’about’ in English. With our
methodology, we cannot discriminate this oppo-
sition due to an error in the treebank itself, as
an automatic conversion to the UD annotation
scheme was made, and all om forms were as-
signed the value of SCONJ, without distinguishing
them with the ADP tag. Therefore, we removed the

TOTAL IF BEFORE

TOTALIF AFTER

Figure 1: Occurrences of IF-Clauses before or after

IF BEFORE % IF AFTER%

Figure 2: Percentage of IF-Clauses before or after

om lemma until this disparity is fixed and only use
hvis.

Once this error was clarified, we can offer a
graph showing the results in occurrences and per-
centages of the behavior of the languages regard-
ing the location of the conditional clause in different
real texts, as seen in figures 1 and 2. On the other
hand, we can offer these two graphs but apply
them in general to any adverbial construction, not
to a specific conditional construction, as shown in
figures 3 and 4. Later, we can cross-reference the
data obtained in both percentage graphs to formu-
late a pure typometrics-style graph, with a 2D plot
and the creation of two triangles that correspond to
two clusters concerning a greater proportion of one
of the two elements over the other in all languages,
as seen in figure 5. In addition, we present the
detailed data by languages in figure 6. Finally, we
would like to provide a list of the obtained results,
as they may be relevant for the typological char-
acterization of some languages for which we may
not have had this information before. Therefore,
we present figures 7 and 8, where salmon color

Figure 3: Occurrences of ADV-Clauses before or
after
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Figure 4: Percentage of ADV-Clauses before or
after
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Figure 5: Typometrics 2D-Plot with Adverbial-
Clauses and IF-Clauses

means that it has not passed the liability test.

5. Discussion

Firstly, if we want to verify the validity of Green-
berg’s original Universal, we must say that it does
not hold true according to our data. Taking the
threshold of 66.66% to determine the normal order
of the antecedent ‘if’ element, around 60% of the
languages fulfill the proposed Universal, while 40%
do not, which does not seem strong enough to be
considered a representative trend.

However, through a label-free approach (more
quantitative), we can find a Universal with greater
applicability. That is, if we reformulate Greenberg’s
Universal claim that "In all languages, in condi-
tional statements, there are always more condi-
tional clauses preceding conclusions than vice
versa," we find a validity of 100%. In this case,
we are not assuming that the fact of placing the if
element first is what always occurs in languages
(leaving the postposition as something marginal
and marked), but we recognize the trend (proba-
bly justified by processing preferences) that exists
to place the condition before the conclusion in all

100%

:

MWH‘lmw‘HH‘|‘|H|H||||||||||||||||||||||

a i
= a

¥

H

HIFBEFORE% W ADV Before %

Figure 6: Typometrics Data by Language

Languages % IF Before % IF After  p-value Languages % IF Before % IF After  p-value

Bengali 100.00 0.00 0.5 Manx 7143 28.57 0.226
Kazakh 100.00 0.00 0.5|Croatian 70.00 30.00 1]
Uyghur 100.00 0.00 0.5|Bulgarian 68.72 31.28 1]
Chinese 100.00 0.00 0.25|Armenian 68.66 3134 0.001
Sanskrit 100.00 0.00 0.25]Italian 68.16 31.84 o
Kurmanji 100.00 0.00 0.125(Hungarian 68.09 31.91 0.009
Gothic 100.00 0.00 0.031Icelandic 67.11 32.89 o
Hindi 100.00 0.00 0|Erzya 66.67 3333 0.253
Turkish 100.00 0.00 0|Scottish_Gaelic 66.15 33.85 0.006
Persian 98.21 1.79 0O|Ancient_Greek 66.01 33.99 [\]
Urdu 97.83 217 0|Catalan 63.87 36.13 o
Vietnamese 97.37 2.63 0|Slovenian 62.96 37.04 1]
WSp_Nahuatl 94.12 5.88 0|Upper_Sorbian 62.50 37.50 0.362
Lithuanian 8868 11.32 0|English 61.96 38.04 1]
Welsh 80.95 19.05 0.003 [Estonian 61.92 38.08 o
Slovak 80.00 20.00 0lrish 61.48 38.52 0.007
Russian 77.39 22.61 0|Indenesian 60.00 40.00 0.376
German 7717 22.83 0|Norwegian® 59.42 40.58 0.016
Romanian 76.76 23.24 0|Spanish 57.70 42.30 1]
French 76.66 23.34 0|0ld_French 57.65 42.35 0.008
Latin 76.42 23.58 0|Greek 56.16 43.84 0.174
Ukrainian 75.47 24.53 0[Hebrew 56.13 43.87 0.073
Polish 75.24 24.76 0|Finnish 55.65 44,35 0.002
Galician 75.00 25.00 0.038 Swedish 54.67 45.33 0.059
Czech 7377 26.23 0|Danish 52.63 47.37 0.395
Portuguese 72.65 27.35 0|Duteh 50.89 49.11 0.438
Latvian 72.60 27.40 0|Belarusian 50.21 49.79 0.5
Breton 7143 28.57 0.226|North_Sami 50.00 50.00 0.687

Figure 7: Quantitative Value of IF Position in Each
Language

Languages ADV Before  ADV After Languages ADV Before  ADV After
Akkadian 100% 0.00% | Latin 40.01% 59.99%
Guajajara 100.00% 0.00% | Nheengatu 40.00% 60.00%
Hitite 100.00% 0.00% [Armenian 3B.98% 61.02%
Japanese 100.00% 0.00% | Gothic 3B.63% 61.37%
Xibe 100.00% 0.00% | Latvian 3B.15% 61.85%
Amharic 99.09% 0.91% | Old_East_Slavic 37.66% 62.34%
Chinese 96.67% 3.33% |Swedish 37.61% 62.39%
Beja 95.00% 5.00% | Maletese 36.67% 63.33%
Urmnbrian 90.00% 10.00% |W5p_Nahuatl 35.71% 64.29%
Turkish BO.B2% 10.18% |Hungarian 35.54% 64.46%
Chinese [HK) B7.23% 12.77% |0ld_Church_Slavanic 35.35% 64.65%
Cantonese (HK) B6.08% 13.92% |Dutch 34.B8% 65.12%
Kurmanji B4.62% 15.38% |Upper_Sarbian 34.78% 65.22%
Sanskrit B2O7% 17.93% | Faroese 34.62% 65.38%
Mbya_Guarani T9.17% 20.83% |Croatian 33.69% 66.31%
Vietnamese T7.78% 22.22%|Palish 33.51% 66.49%
Zaar 7353% 26.47% | Portuguese 33.01% 66.99%
Bambara 68.21% 31.79% |Turkish_German 32.88% 67.12%
Hindi 6B.04% 31.96% |Icelandic 32.56% 67.44%
Naija 62.17% 37.83%|Finnish 31.38% 6B.62%
Komi_Zyrian 61.90% 38.10% |English 31.34% 6B.66%
Waolof 57.82% 42.18% | Ukrainian 31.15% 6B.B5%
Persian 55.06% 44.94% | Belarusian 31.06% 6B.94%
Kiche 54.00% 46.00% |Serbian 30.84% 69.16%
Pamak 51.21% 48.79% |Erzya 30.77% 69.23%
Bulgarian 50.77% 49.23%|Irish 30.75% 69.25%
Russian 49.78% 50.22% | Western_Armenian 2B.33% TLET%
Urdu 47.79% 52.21%|German 28.10% 71.90%
‘Yaruba 46.81% 53.19% |Galician 217.78% 72.11%
Manx 46.51% 53.49% [Hebrew 27.06% 72.94%
Ancient:Greek 46.22% 53.78% |Catalan 26.94% 73.06%
Welsh 46.15% 53.B5% |Spanish 26.30% 73.70%
Old_French 45.70% 54.30% | Low_Sawon 25.81% 74.19%
Ligurian 45.24% 54.76% | Romanian 25.19% T4.81%
Italian 45.15% 54.85% |Greek 23.17% T6.E3%
Slovak 44.89% 55.11% |Indonesian 21.70% TE.I0%
Breton 44.44% 55.56% | Danish 21.47% 78.53%
French 44.20% 55.80% |Ancient_Hebrew 19.40% B0.60%
Lithuanian 43.31% 56.69% [ Norwegian (Bokmaal)* 15.35% B4.65%
Slovenian 42.99% 57.01% |Morth_Sami 15.09% B4a.91%
Hindi_English 42.79% 57.21% | Norwegian (Nyorsk)*® 14.65% B5.35%
Estonian 42.78% 57.22% | Coptic 14.03% B5.O7%
Scottish_Gaelic 42.23% 57.77% |Arabic B.3T% 91.63%
Czech 40.30% 59.70%

Figure 8: Quantitative Value of ADV Position in
Each Language

languages of the world, without hiding the fact that
in many languages, the opposite mechanism is
equally habitual, feasible, or natural.

In the left part of figure 2, where the languages
with a more extreme percentage of "if" before the
head appear, there is a tendency for SOV lan-
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guages to appear. Therefore, although we cannot
develop a stronger theory because it is a pioneer-
ing approach and due to lack of data, we would
like to point out this tendency as a possible correla-
tion between strict antecedent conditional element
placement and the SOV linguistic type, while there
seems to be greater flexibility in SVO languages.
This fact would make sense insofar as this linguis-
tic type always shows rather inflexible behaviors,
such as, for example, a low tolerance for preposi-
tions, while some occurrences of postpositions can
be observed in SVO languages.

It is also interesting to highlight the group of
languages whose results are closest to 50%, as in
many cases, they are varieties close to Norwegian
either through area or genus. This leads us to
think that perhaps in these languages, there is
also an alternative use of the elements used for
‘if’ for different constructions (such as concessive,
for example). However, this use would be minor,
in any case, and does not affect the Universal. It
remains to be seen when more data is available if
this is a possible explanation.

In the case of adverbial clauses, it can be ob-
served that, unlike what happens with conditional
clauses, no pattern can be established. As seen in
figure 4, there is a group of languages clearly with
the first position adverbial structures and another
group where the adverbial structures are after the
head. It should be noted that in this case, the trend
is for more languages with a postposition of this
type of structure, i.e., the opposite location to what
happens with conditional clauses, which is quite
striking. We should also highlight that, in most lan-
guages, although the percentage of postpositions
of adverbial clauses is higher, there is a balanced
number between both orders (close to 50%). This
behavior makes sense if we understand that many
of these structures are not arguments; therefore,
there is not such a clear prefixed order as there
might be with arguments.

In figure 5, on the other hand, we see what we
believe is the most interesting, complete, and alter-
native prediction for approaching the phenomenon
of analyzed conditional clauses. Firstly, we can see
how all languages are in the right triangle. That
is, no matter how many initial or final conditional
structures or adverbial structures, in general, each
language has, they will always exhibit a higher
proportion of conditionals preceding than adver-
bials doing so. This seems to indicate a push in
the world’s languages to enjoy relative flexibility in
locating adverbial clauses but greater restriction
when locating (preceding) conditional clauses, be-
ing this proportionate. It is also possible to highlight
the cluster formed with many languages sharing
space (indicating that this behavior is Universal and
typical), with some languages outside this cluster

and at much higher values of "if” preceding. Apart
from the fact that the left half of the graph is empty
(no occurrence of preceding ‘if’ less than 50%), we
can also highlight the gap in the lower right cor-
ner. It seems that when a language shows a very
high proportion of conditional clauses preceding,
these tend to go towards a higher proportion of
adverbial clauses in the first position (as would be
expected). In other words, we can witness extreme
behaviors of conditional or adverbial clauses be-
fore, while there are no examples of the opposite
in conditional or adverbial clauses.

6. Conclusion

In conclusion, we can point out that, on the one
hand, according to our data, Greenberg did not
formulate his Universal 14 quite accurately, lead-
ing to inadequacies in its application (60% of ac-
curacy). Therefore, we recommend abandoning
the concept of "normal order" as controversial and
confusing in this Universal and propose moving to-
wards a purely quantitative proposal: all languages
tend to place conditions before conclusions more
frequently in conditional clauses. Without mention-
ing further restrictions, this indicates more preced-
ing conditionals than after the head. Furthermore,
thanks to the comparison with the results obtained
from adverbial clauses in general, we can point
out that, despite the possible imprecision of Green-
berg due to the use of the mentioned labels, he
was right to propose a preference of languages for
placing the condition in the first position. Although
this order is not frequent in many languages, and
there are cases of almost a tie in many of them,
we see a more restricted behavior of languages
in general than in adverbial clauses, which seems
indicative of this tendency. In other words, all lan-
guages exhibit more conditional clauses preceding
than adverbial clauses preceding, without excep-
tions. We should recall that we recommend fur-
ther study of the links between the SOV type and
constrictions with IF or adverbial sentences. We
observed a more extreme behavior than with other
linguistic types, and it seems coherent and consis-
tent with the precedence of both structures. This
may be due to functional processing explanations
emphasized in these languages, which we want to
investigate further.

Finally, we must remember that we also offer
specific data for all the analyzed languages (for
conditional constructions and adverbial clauses).
This information we believe may be interesting for
scholars focused on individual languages, families
or types.

Therefore, we hope that in the future, thanks to
greater availability of data (more treebanks and
more languages) and closer collaboration between

12224



Linguistic Typology and Computational Linguistics,
we can better represent and integrate in detail this
phenomenon that we already know in a general
way but extended to more languages. Moreover,
we believe that the methodology we propose and,
at the same time, its limitations open up new av-
enues of research. On the one hand, we can
extend the methodology developed in this paper
to other universals and even propose new typo-
metric universals in this way (or with new metrics
like checking dependency length instead of depen-
dency direction). On the other hand, we consider it
necessary to continue working and deepening the
aspect of conditionals. We must work with other
databases or models to be able to characterize
languages that are poorly represented in UD.
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8. Ethical considerations and
limitations

Our study does not raise any ethical considerations
that should be mentioned.

However, this pioneering study has a few intrinsic
limitations. Beyond the presupposed limits inherent
in typological studies, and especially the availabil-
ity of data that marks limitations in sampling and
textual typology previously mentioned (written text,
too), we must highlight the limitation to adverbial
conditional structures.

The starting bias is in the languages available in
Universal Dependencies. There is a clear under-
representation of agglutinative or polysynthetic lan-
guages and the like in this resource. This may be
due precisely to the labeling proposal carried out
in the different languages, always starting from the
word as the basic unit. In the case of languages
with affixes, it is difficult to disambiguate when it
corresponds to "condition" and to isolate it from
other occurrences that coincide in form. We need
the information via interglossae, and that is not
currently possible.
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