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Abstract
Text Classification is one of the most common tasks in Natural Language Processing. When proposing new
classification models, practitioners select a sample of items the proposed model classified correctly while the
baseline did not, and then try to observe patterns across those items to understand the proposed model’s strengths.
However, this approach is not comprehensive and requires the effort of observing patterns across text items. In this
work, we propose a new evaluation methodology for performing qualitative assessment over multiple classification
models. The proposed methodology is driven to discover clusters of text items where each cluster’s items 1) exhibit a
linguistic pattern and 2) the proposed model significantly outperforms the baseline when classifying such items. This
helps practitioners in learning what their proposed model is powerful at capturing in comparison with the baseline
model without having to perform this process manually. We use a fine-tuned BERT and Logistic Regression as the
two models to compare with Sentiment Analysis as the downstream task. We show how our proposed evaluation
methodology discovers various clusters of text items which BERT classifies significantly more accurately than the
Logistic Regression baseline, thus providing insight into what BERT is powerful at capturing.
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1. Introduction
Text Classification is a very common and important
Natural Language Processing task with various ap-
plications such as Sentiment Analysis and Spam
Detection. Practitioners build new classification
models and perform qualitative and quantitative
analysis on how those models compare to baseline
models. Those kinds of analyses are important
to assess the newly proposed classifiers and the
nuance they capture more richly than the baseline
models.
Quantitative analysis is often performed by com-
paring the accuracy of the proposed classification
model to that of the baseline model. On the other
hand, qualitative analysis is performed by selecting
validation items that the proposed model classified
more accurately than the baseline, and then trying
to observe linguistic patterns across validation text
items. This is done to obtain insight into what the
proposed model is powerful at capturing. However,
this approach is not comprehensive as practitioners
tend to select only a few items. Moreover, it requires
examining patterns across such items which can
take time and effort since most datasets contain
thousands of text items.
Various techniques have been proposed for ex-
plaining a model’s decisions, such as the atten-
tion mechanism (Bahdanau et al., 2014), Saliency
Maps (Li et al., 2015), LIME (Mishra et al., 2017),
SHAP (Lundberg and Lee, 2017), BETA (Lakkaraju
et al., 2017) and BERT Clustering (Aljanaideh,
2022). Moreover, previous work investigated the
inner workings of neural models and what they cap-

ture (i.a. Tenney et al., 2019; Rogers et al., 2021;
Ebrahimi et al., 2017; Rogers et al., 2021; Clark
et al., 2019; Niven and Kao, 2019). However, all
of those techniques focus on investigating and ex-
plaining decisions made by a stand-alone model
and thus do not provide insight into how decisions
by two models differ across different text items.
In this work, we propose a new evaluation method-
ology for qualitatively comparing the performance
of classification models. The proposed approach
focuses on automatically discovering text patterns
correlated with items that a proposed model pre-
dicts more accurately than a baseline model. The
proposed approach is inspired by Aljanaideh et al.
(2020)’s approach of clustering contextualized
BERT embeddings (Devlin et al., 2018). The ap-
proach is based on splitting occurrences of a word
across different text items into different clusters us-
ing the embeddings of the word and the predictions
of the models being compared.
We apply our evaluation methodology on a fined-
tuned BERT and Logistic Regression models with
Sentiment Analysis as the downstream task. We
chose those models and this task since they are
widely popular and to obtain insight into when look-
ing at the context of words is useful. We use short
reviews sampled from the Yelp dataset1. We per-
form cluster analysis on the discovered patterns to
understand the kinds of items BERT predicts more
accurately than the logistic regression baseline.
Results show our approach discovers interpretable
clusters of items which BERT classifies significantly

1Available at https://www.yelp.com/dataset
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more accurately than logistic regression. Exam-
ples include items in which mixed sentiment is ex-
pressed (e.g. The food was good, but the service
was bad). We conclude by encouraging practition-
ers to work towards developing automatic qualita-
tive assessment techniques to obtain insight into
what proposed classifiers offer.
In Section 2, we describe our proposed evaluation
methodology. In Section 3, we describe the classi-
fication models and dataset we use to assess the
proposed evaluation methodology. We show the
results in Section 4 and finally conclude in Section
5.

2. Proposed Evaluation Methodology
We propose an evaluation methodology for auto-
matically discovering the kinds of text items a clas-
sification model outperforms a baseline model at.
The proposed methodology relies on three steps.
First, we obtain predictions from each of the two
models on validation text items using 5-fold cross
validation. Second, we pass those text items along
with the predictions to a clustering model. The clus-
tering model is driven to discover clusters of items
which are linguistically similar and where the pro-
posed model significantly outperforms the baseline.
Third, we rank the discovered clusters based on
the percentage increase in accuracy when using
the proposed the model vs. the baseline.

2.1. Obtaining Predictions
The first step is obtaining predictions from the two
classification models. The two models are trained
separately for a downstream task (e.g. Sentiment
Analysis) using 5-fold cross validation. The out-
come of this step is a prediction from each model
for every text item in the dataset.

2.2. Pattern Discovery
In the second step, we use the text items and the
predictions of each two models (obtained in the
first step) to discover the kinds of text items the pro-
posed model significantly outperforms the baseline.
We leverage Aljanaideh et al. (2020)’s clustering
approach for this step and modify it for our purpose.
Next, we describe Aljanaideh et al. (2020)’s cluster-
ing model, and then we illustrate how we modified
it to fit our evaluation methodology.

2.2.1. BERT Clustering Model (Aljanaideh
et al., 2020)

Aljanaideh et al. (2020) developed a model that
discovers fine-grained context patterns of words
from labeled text items. To achieve this, the model
leverages pre-trained contextualized BERT embed-
dings (Devlin et al., 2018). The model takes as
input multiple embeddings of the same word and
splits them into different clusters using the embed-
dings of the word and the labels of the items the

word appeared in. The approach is a decision-tree
where at each step, the embeddings are split into
two clusters recursively. Given that there is more
than one way to split a number of points into two
clusters, the split which achieves in the maximum
information gain is the one which is selected. The
splitting is terminated when a cluster of 100% purity
is achieved or when a depth threshold is reached.
The depth threshold is determined using the com-
mon logarithm of the number of embeddings which
is equivalent to the frequency of the word in the
dataset. The clustering algorithm is applied on ev-
ery word in the training set. The result is a set of
clusters for every word where each cluster contains
items which are linguistically similar and where the
items are dominantly positive or negative.
The model was applied for the task of detecting
politeness in requests. The authors demonstrated
that it is able to automatically discover interpretable
patterns correlated with (im)polite language. For
example, they showed that the use of the word
please with a direct tone (e.g. Would you please
stop?) is correlated with impolite requests while
requests which start with a greeting and then use
the word please in a request sentence (e.g. Hello!
Could you please help me?) are correlated with
polite requests.

2.2.2. BERT Clustering in the Proposed
Evaluation Methodology

We use an approach similar to Aljanaideh et al.
(2020)’s approach for our evaluation methodology.
Similar to their approach, we apply a decision-tree
model to cluster the pre-trained BERT embeddings
of every word in the dataset. We also look for the
split which achieves the maximum information gain
and recursively repeats the splitting. However, we
modify two components of their model to fit our
propose. While their model used the labels of the
downstream task to perform the pattern discovery,
we use a different labeling scheme which fits our
goal. Specifically, we label an item in the dataset as
positive if the proposed model predicted it correctly
while the baseline did not. Otherwise, the item is
labeled as negative. This labelling fits our evalua-
tion methodology as the goal is to discover items
at which a classifier significantly outperforms an-
other classifier. Moreover, Aljanaideh et al. (2020)
decision-tree terminates when a cluster of 100%
purity is achieved (calculated using the labels of
the downstream task) or when a maximum depth
threshold is reached. In our case, the clustering
is terminated when the two models have the same
predictions for all items in the cluster, or when the
depth threshold is reached.

2.3. Cluster Ranking
The third step is ranking the clusters obtained in the
previous step. For each cluster of items, we calcu-
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late the percentage increase in accuracy on those
items when using the proposed model vs. when
using the baseline model. The clusters are ranked
using this value such that top-ranked clusters high-
light items with a significant percentage increase
in accuracy when using the proposed model. This
helps in learning what the proposed models cap-
tures significantly more accurately than the base-
line.

3. Application
In this section, we describe the dataset and clas-
sification models we use to assess our evaluation
methodology.

3.1. Dataset
We use the Yelp Dataset. This dataset contains
customer reviews for various businesses. Each
review is labeled with a star rating in the range [1,
5]. We sample 2,000 reviews. We follow previous
work by labelling reviews of 1 or 2 stars as negative
and reviews of 4 or 5 starts as positive. We only
consider reviews of less than 50 words to facilitate
interpretation when performing the cluster analysis.
The data is balanced across the two classes. We
split the data into 80% training and 20% testing.
The training portion is used to perform the cross-
validation and cluster analysis. The test portion is
simply used to evaluate the classification models
on the Sentiment Analysis task.

3.2. Classification Models
We use a fine-tuned BERT and a Logistic Regres-
sion as the two classification models to compare.
The logistic regression model is trained using un-
igram features while the fine-tuned BERT model
is used as described in Devlin et al. (2018). We
chose those two models since are they are widely
used and also to obtain insight into when context of
words is useful as BERT considers the context of
words while the logistic regression unigram-based
model does not. Both models are trained using
5-fold cross-validation. For each of the two mod-
els, we obtain a prediction for each item. We then
apply the clustering model described in Section
2.2.2 to obtain clusters of items. The clusters are
then ranked such that clusters that contain items
where BERT significantly outperforms the Logistic
Regression baseline are ranked at the top. Next,
we perform cluster analysis on top-ranked clusters.

4. Results
The test accuracy of the fine-tuned BERT model
on the Sentiment Analysis task is 95.7% while the
accuracy of the logistic regression model is 91%.
Next, we perform cluster analysis on the training
portion to assess what the BERT model excels at
the most in comparison with the logistic regression

model. We next perform analysis over the clusters
discovered by our model.
Overall, our model discovered 7800 clusters from
5379 words. Each word is associated with multiple
clusters. Table 1 shows a sample of the top-ranked
clusters. For each cluster, we show the correspond-
ing word, its size in terms of number of items, the
accuracy for each of the two models on those items,
the percentage improvement in classification accu-
racy when using the fine-tuned BERT vs. Logistic
Regression model, the pattern observed over such
items, example items and the binary sentiment la-
bel of each item.
The first cluster corresponds to the question mark.
BERT outperformed the baseline with a 500% im-
provement on items in this cluster. The cluster
contains items where customers expressed an ex-
tremely negative sentiment using repeated punctu-
ation (e.g. How does this guy stay in business??).
The second cluster corresponds to the word best.
The cluster contains reviews in which the customer
used this word but expressed negative sentiment
(e.g. wasn’t the best). BERT outperformed the
baseline by 100% on items in this cluster.
The third cluster corresponds to using the word
better but in reviews where the customer is dissat-
isfied with their experience (e.g. better food can be
found somewhere else). BERT outperformed the
baseline by 93%.
The fourth cluster corresponds to the negation word
not. The cluster contains reviews in which the cus-
tomer negated a positive word (e.g. this pops up as
the best place available. It’s definitely not). BERT
outperformed the baseline by 50%.
The fifth cluster corresponds to the word great. Re-
views in this cluster used this word to express mixed
sentiment (e.g. Food and beer was great. Very
dissatisfied with service.). BERT outperforms the
baseline on such items by 67%.
The sixth cluster shown in the table corresponds
to the word back. In items in this cluster, reviews
expressed their dissatisfaction and how they do not
intend on going back to the place they are reviewing
(e.g. I won’t be going back). BERT outperforms
the baseline by 30% on such items.
The last cluster was obtained by clustering the CLS
BERT token which encodes the entire text item.
The cluster contains relativity short reviews in which
customers expressed positive views but without
using strong sentiment words (e.g. love).
Overall, BERT is significantly better than logistic
regression at handling mixed sentiment and pres-
ence of both positive and negative words. However,
depending the pattern, the level of improvement
when using BERT varies. This clustering provides
insight to the level of improvement depending on
the pattern.
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Table 1: Clusters discovered with our model. For each cluster we show the corresponding word, its size,
the logistic regression model accuracy (LRA), BERT model accuracy (BA), the percentage improvement
in accuracy when using BERT vs. the baseline (%∆), two example reviews, and the sentiment labels of
those reviews.

Cluster Size LRA BA %∆ Pattern Examples Label

? 12 17% 100% +488%
Emphasizing with
Repeated Punc-
tuation

I’m glad this place isn’t closer. Srsly,
Peanut Butter & Chocolate, where did
you come from?!

+

Employees never have grille items!!!!
Always slacking at the easiest job
ever!!!! How does this guy stay in busi-
ness?? [...]

-

best 16 50% 100% 100%

Using the word
best but in a neg-
ative/mixed senti-
ment

My husband and I ate lunch here a
month ago and the experience wasn’t
the best.[...]

-

Pretty average take-out chinese. Not
bad, not the best, but id definitely eat
there again [...]

-

better 11 55% 100% 83% you can find bet-
ter places

Service was good. Ambience good.
better food can be had elsewhere.
Priced too high for taste, quality and
quantity.

+

For the price of the room we should of
had better service and more perks.... -

not 41 59% 88% 50% Negating positive
words

This place really isn’t that good. The
atmosphere is sweet, but the food is
mediocre at best. I’m always disap-
pointed when I type in middle eastern
and this pops up as the best available,
it’s definitely not.

-

he food was tasty service not so good
two of us got our plates then the third
person

-

great 11 55% 91% 65%

Using the word
great but express-
ing mixed senti-
ment

Food and beer was great. Very dis-
satisfied with the service[...] +

We went back for the same reason
as in 2011 - we thought this was a
different Italian Restaurant. Again, we
were pleasantly surprised - the food
and the service was great!

+

back 27 74% 96% +30

Customers in-
dicating they
don’t intend on
going back to the
business they’re
reviewing

They have changed the insol%es I
Wont be going back there. -

Their sushi burrito was nowhere near
as good ... I’ll never go back. -

CLS 19 68% 100% 47%

Relatively short
positive reviews
that lack senti-
ment words

I’m glad this place isn’t closer. Srsly,
Peanut Butter & Chocolate, where did
you come from?!

+

Don’t worry when we make this mac
and cheese business pop off we’ll give
u the word.

+
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5. Conclusion
In this work, we proposed a new evaluation method-
ology for comparing classification models. The
proposed methodology combines qualitative and
quantitative analysis. The proposed method relies
on recent embedding clustering techniques to dis-
cover items where a proposed model significantly
outperforms a baseline model. We applied the pro-
posed method on the task of sentiment analysis.
We performed analysis on discovered patterns and
showed the kinds of items a fine-tuned BERT out-
performs a logistic regression model at.
In the future, we plan to expand this method to
more Natural Language Processing tasks and mod-
els. Specifically, we plan to examine this method
across a wide-array of classification models includ-
ing those based on Large Language Models (LLMs).
This will help in understanding capabilities of LLM-
based classifiers. We also plan to expand this
method to seq2seq tasks such as machine transla-
tion in order to understand the strengths or recent
technqiues.
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