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Abstract
This paper investigates the application of voice activity projection (VAP), a predictive turn-taking model for spoken
dialogue, on multilingual data, encompassing English, Mandarin, and Japanese. The VAP model continuously
predicts the upcoming voice activities of participants in dyadic dialogue, leveraging a cross-attention Transformer to
capture the dynamic interplay between participants. The results show that a monolingual VAP model trained on one
language does not make good predictions when applied to other languages. However, a multilingual model, trained
on all three languages, demonstrates predictive performance on par with monolingual models across all languages.
Further analyses show that the multilingual model has learned to discern the language of the input signal. We also
analyze the sensitivity to pitch, a prosodic cue that is thought to be important for turn-taking. Finally, we compare two
different audio encoders, contrastive predictive coding (CPC) pre-trained on English, with a recent model based on
multilingual wav2vec 2.0 (MMS).
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1. Introduction

Turn-taking is a fundamental aspect of spoken in-
teraction between humans, and consequently an
important function to model in spoken dialogue sys-
tems (Skantze, 2021). In human-human conversa-
tions, the transitioning of the conversational floor
is smoothly conducted. It has been shown across
various languages that the transition offset is typi-
cally very brief, around 100-500 msec (Stivers et al.,
2009). This indicates that humans use various turn-
taking signals across multiple modalities, includ-
ing lexical cues, prosody, gaze, respiratory, and
gestures, in order to coordinate (Włodarczak and
Heldner, 2016; Kendrick et al., 2023). In addition,
given that the listener also needs some time to
articulate a response, there is likely a prediction
mechanism involved, where the listener predicts
that the speaker’s utterance is about to end (Garrod
and Pickering, 2015; Levinson and Torreira, 2015;
Ishimoto et al., 2017).

While recent advancements in large language
models (LLMs) have made it easier to generate
highly sophisticated responses in spoken dialogue
systems, turn-taking is still typically handled in a
very simplistic manner. In practical spoken dialogue
systems, turn-taking is commonly implemented us-
ing a simple silence timeout threshold, typically
around 1 second, to indicate the end of a turn. Si-
lence, however, is not a very good indicator, as
silences within turns (pauses) are typically longer
than silences between turns, in human-human in-
teraction (Heldner and Edlund, 2010). This means
that spoken dialogue systems are often plagued by
long response delays or frequent interruptions in

pauses.
To address this problem, many proposals have

been made for end-of-turn prediction models.
These models consider verbal and non-verbal cues
(such as linguistic and prosodic features) of preced-
ing user utterances, in order to predict whether the
user is just pausing (a hold), or whether the turn
is yielded (a shift). In earlier models, feature engi-
neering was common, but it has now become more
popular to input time-series data, such as prosodic
features and word vector representations (word em-
beddings), into neural networks like recurrent neu-
ral networks (RNNs) (Skantze, 2017; Masumura
et al., 2017). More recently, transformer-based
models have been proposed, which can take in the
raw input text or audio in an end-to-end processing
manner (Ekstedt and Skantze, 2020; Sakuma et al.,
2023; Muromachi and Kano, 2023; Kurata et al.,
2023).

Another limitation of earlier models has been
their sole focus on the binary prediction of turn
hold vs. shift. A more comprehensive model of
turn-taking should involve more nuanced decisions.
When taking the turn, it is, for example, necessary
to determine the appropriate waiting time before
starting to talk (Raux and Eskenazi, 2012; Lala
et al., 2018; Sakuma et al., 2023). There is also
a difference in predicting backchannels vs. turn-
shifts (Lala et al., 2017). As stated above, humans
are able to not just react to turn-yielding cues, but
they can also predict upcoming turn-shifts. This
would clearly also be a desirable property of spoken
dialogue systems. Furthermore, there is no estab-
lished and robust method for handling interruptions
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and overlaps in conversation, which are commonly
observed in human-human conversations. A more
dynamic turn-taking prediction model is required
to enable spoken dialogue systems to handle turn-
taking in a more human-like manner. Crucial for
such models is that they do not make turn-taking
decisions at specific events, but that they operate
in a continuous fashion.

Several models have been proposed recently
that make more nuanced turn-taking predictions
continuously in a time frame manner (Skantze,
2017; Lala et al., 2019). Among such continuous
models, the voice activity projection (VAP) model
is used in this study (Ekstedt and Skantze, 2022b).
The VAP model uses multi-layer Transformers and
predicts the near future voice activities of dialogue
participants by processing the raw audio signals
from the two speakers in a dyadic dialogue. Pre-
vious work has shown that the VAP model outper-
forms other models in predicting turn-taking be-
haviors, including backchannel predictions (Ekst-
edt and Skantze, 2022b). In the latest version of
this model, cross-attention Transformer layers are
added after the self-attention layer, to model the au-
dio from the two speakers separately, as explained
in Section 2. Recently, the VAP model has been
extended for various purposes including backchan-
nel prediction (Liermann et al., 2023), multi-modal
turn-taking prediction (Onishi et al., 2023), and its
real-time processing (Inoue et al., 2024).

To our knowledge, the VAP model has so far only
been trained and tested for English (Ekstedt and
Skantze, 2022a). Since it only operates on raw
audio, it is technically straightforward to apply it to
other languages (even ones it was not trained on).
However, it is not clear how much of turn-taking
cues are universal. In this paper, we investigate
to what extent a model trained on one language
can be transferred to other languages, but also
whether it is possible to build a multilingual model.
This would clearly be more desirable than having
separate models trained specifically for different
languages. Specifically, we aim to construct a trilin-
gual model for English, Mandarin Chinese, and
Japanese. Those languages were partly chosen
since they represent three different language fam-
ilies (Germanic, Sino-Tibetan, and Japonic) and
therefore should exhibit a certain level of diversity.

Previous research has analyzed the differences
in turn-taking behavior among languages. Typical
differences include the timing of turn-taking (Stivers
et al., 2009; Dingemanse and Liesenfeld, 2022).
For example, the turn transition time of Mandarin
and Japanese, centering around 0 msec, while
English has more overlaps between turns Dinge-
manse and Liesenfeld (2022). Furthermore, in the
analysis of turn-taking cues, it has been pointed
out that the intonation change at the end of pre-

ceding utterances is effective regardless of the lan-
guage (Duncan, 1972; Local et al., 1986; Koiso
et al., 1998; Ward and Tsukahara, 2000; Levow,
2005; Gravano and Hirschberg, 2011). Specifi-
cally, Mandarin shows turn-final pitch lowering for
all words in both task-oriented and daily conversa-
tions, regardless of the original lexical tone Jian
and Wu (2011); Levow (2005). Moreover, there
are differences in the use of backchannels (short
utterances such as “yeah” and “yes”), which are
essential behaviors in turn-taking, and it has been
noted that Japanese has the highest frequency, fol-
lowed by English and then Chinese (Clancy et al.,
1996). In summary, there are both common tenden-
cies and differences in turn-taking behavior among
languages, which justifies the importance of the
proposed multilingual turn-taking prediction model.

Achieving a multilingual turn-taking prediction
model can lead to the realization of a multilingual
spoken dialogue system that does not require spec-
ifying the input language. To our knowledge, this is
the first attempt to achieve a multilingual turn-taking
model based on the cross-attention Transformer.

Based on the above, this study sets the following
research questions:

RQ1: Can a VAP model trained on one lan-
guage be directly applied to another language?

RQ2: Is it possible to train a single multilingual
VAP model that would be on-par with a mono-
lingual model (trained and evaluated on the
same language)?

RQ3: Has the multilingual model learned to
identify the language?

RQ4: How important is pitch for the multilin-
gual model?

RQ5: What is the effect of the audio encoder
on the model’s performance?

The rest of this paper is organized as follows:
First, in Section 2, we explain the VAP model that
serves as the basis for this study. In Section 3, we
introduce each of three language dialogue datasets
used in this study and analyze the differences
among the languages. We conduct experiments to
answer the research questions mentioned above
in Section 4 and conclude the paper in Section 5.

2. Voice Activity Projection (VAP)

As stated above, the main objective of the VAP
model is to predict a future voice activity of two
speakers in a dialogue, based on raw audio input.
For this study, we use the public repository of the
VAP model1 to make the results reproducible. Note

1https://github.com/ErikEkstedt/
VoiceActivityProjection

https://github.com/ErikEkstedt/VoiceActivityProjection
https://github.com/ErikEkstedt/VoiceActivityProjection
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Figure 1: Architecture of the VAP model

that parameters of the VAP model in this study are
derived from the above original repository.

2.1. Model Architecture
Figure 1 illustrates the architecture of the VAP
model. The input is a stereo audio signal, with
each channel corresponding to each participant’s
audio. The length of the input audio signal is as-
sumed to be a maximum of 20 seconds. In this
study, we use a sampling rate of 16 kHz, and a
frame rate of 50Hz.

The input signal of each channel is encoded by
a pre-trained model of Contrast Predictive Cod-
ing (CPC). The CPC model used in this study is
composed of a 5-layer CNN and a single-layer
GRU, and it is pre-trained with the Librispeech
dataset (Riviere et al., 2020). The unsupervised
pre-training algorithm of CPC predicts latent rep-
resentations of audio in the near future, using a
contrastive learning, where negative samples are
taken from other time frames. In this way, the model
is similar to the VAP model, in terms of predicting
the near future. Additionally, the pre-trained CPC
model has been reported to be useful for multilin-
gual phoneme recognition (Riviere et al., 2020),
even when English was used for the pre-training.
Thus, we will also rely on a CPC model pre-trained
on English. However, in Section 4.4, we also com-
pare the performance with a multilingual audio en-
coder (MMS). During the training of the VAP model,
the parameters of the pre-trained CPC are frozen.
The dimension of the vector output by the CPC
encoder model is 256.

The vectors encoded by the CPC model are in-
putted to a self-attention Transformer for each chan-
nel. In this study, we utilize a one-layer Transformer
with a dimension of 256. Subsequently, the outputs
from the two channels are fed into a cross-attention
Transformer. In this Transformer, the vector from
the first channel serves as the query, while another

vector from the second channel acts as the key
and value. The reverse case is also simultane-
ously performed. This way, interactive information
between the two channels are encoded. The output
is the combined result of these two computations.
This cross-attention mechanism draws inspiration
from recent dialogue audio generative models like
dGSLM (Nguyen et al., 2023). In our current setup,
we employ three-layer Transformers for this inter-
active mechanism, with a dimension of 256. The
final output of this Transformer is the concatenation
of the dual Transformers, resulting in a dimension
of 512. The number of attention heads is set to 4,
and the dropout rate during training is set at 0.1.

Finally, the output vector is passed through two
separate linear layers for multitask learning. The
first main task is the VAP objective itself, with a
dimension of 256 (see next section). The second
task is voice activity detection (VAD), a subtask that
detects the current voice activities of the two partic-
ipants. The output vector of this subtask has two
dimensions, where each dimension corresponds
to the voiced probability of each participant. The
future voice activity depends on the current voice
activity, so by adding this subtask of VAD, we aim
to stabilize the training of VAP.

2.2. VAP State
The main objective of the VAP model is to predict
the voice activity for both participants within a two-
second time window. Instead of making indepen-
dent predictions for both speakers (as in (Skantze,
2017)), the VAP model makes a prediction of the
joint activity of the two speakers over the future
time window. The time window is divided into four
binary bins: 0-200 msec, 200-600 msec, 600-1200
msec, and 1200-2000 msec, as depicted in Fig-
ure 2. Since the model assumes two speakers,
there are a total of 8 binary bins. This results in
256 (= 28) combinations of possible activations,
representing various events such as turn-shifts,
backchannels, overlapping speech, etc. The objec-
tive for the VAP model is formulated as a multi-class
classification problem that aims to predict which
state out of the 256 patterns the future two seconds
will fall into, and the model will output a probability
distribution over those states.

Since the ground truth voice activity is often
recorded with finer step sizes than those bins, they
have to be discretized. Figure 2 illustrates this pro-
cess, where a bin is defined as “voiced” if there are
more voiced frames than unvoiced frames in it, and
“unvoiced” otherwise.

2.3. Loss Function
The outputs of the VAP and VAD tasks are applied
to the softmax function, and then probabilities of



11876

200
msec

600
msec

1200
msec

2000
msec

𝑡

Participant 1

Participant 2

Frame-level
voice activity

Reference
For VAP

Participant 1

Participant 2

Figure 2: Discretizing bins for the VAP model

VAP state indexed as y ∈ (1, · · · , 256) and voice
activity of participant s are calculated as pvap(y)
and pvad(s), respectively. Then, the cross-entropy
losses with respect to the reference data are com-
puted as:

Lvap =− log pvap(y) , (1)

Lvad =−
2∑

s=1

{vs log pvad(s)

+ (1− vs) log(1− pvad(s))} (2)

where y is the index of the reference VAP state,
and vs ∈ (0, 1) is the reference voice activity of
participant s (1 for voiced, 0 for unvoiced).Finally,
the losses of both VAP and VAD are combined by
adding them together to form the final loss function
for optimization as

L = Lvap + Lvad . (3)

Note that the notation for time frames is omitted due
to space limit, although the calculations mentioned
above are performed for all input time frames.

2.4. Turn-taking Prediction Using VAP
While the probability distribution over the possible
VAP states represents a complex prediction of what
the turn-taking dynamics will look like in the near
future, it can be hard to use and interpret directly.
A simplified representation of the output can be
obtained by summing up the probability values of
each participant’s bins in the 0-200 msec and 200-
600 msec regions. Then, softmax can be applied
to both sums to obtain pnow(s), which represents a
short-term future voice activity prediction of each
participant (i.e., “how likely is each participant to
speak in the next 600 msec”). Similarly, for the 600-
1200 msec and 1200-2000 msec bins, pfuture(s) is
used as a slightly longer-term future voice activity
prediction. It is important to note that this is just
one example of how the VAP output can be utilized.

3. Datasets

In this study, we use three dyadic conversational
datasets: English, Mandarin, and Japanese, to
investigate a model for multilingual turn-taking.

3.1. Switchboard (English)
The Switchboard dataset is a collection of tele-
phone conversations recorded in English, covering
everyday topics (Godfrey et al., 1992). It consists
of a total of 2,438 dialogues, equivalent to approx-
imately 259.1 hours of data. This dataset was di-
vided into training, validation, and test sets in a ratio
of 8:1:1 at the session level, using random selec-
tion. The training set comprises 1950 dialogues
(218.7 hours). The validation and test sets contain
244 dialogues (20.2 hours), respectively. Since
not all datasets were of equal size, and in order to
make the comparison between languages fair, we
selected a subset of the data to be used. There-
fore, the training and validation sets were further
randomly sub-sampled to approximately 92.5 and
11.5 hours, in order to align them to the size of the
smallest dataset, namely the Japanese dataset.

3.2. HKUST Mandarin Telephone Speech
The HKUST Mandarin telephone speech corpus is
a collection of Mandarin Chinese spoken dialogues
in telephone conversations (Liu et al., 2006), similar
to Switchboard. The dataset contains a total of 867
dialogues, approximately 148.6 hours in duration.
These have been divided into the training of 758 di-
alogues (approximately 130.1 hours), the validation
of 88 dialogues (14.5 hours), and the test of 24 dia-
logues (3.9 hours), respectively. Similar to Switch-
board, in order to match the size of the smallest
dataset, which is the Japanese dataset, the training
and validation sets have been sub-sampled to 92.5
hours and 11.5 hours, respectively.

3.3. Travel Agency Task Dialogues
(Japanese)

Travel Agency Task Dialogues is a project that col-
lects simulated dialogue data for travel consulta-
tions in Japanese (Inaba et al., 2022). These con-
versations were recorded using an online confer-
ence system. The dialogues simulate online con-
versations between a travel agency staff and a cus-
tomer, with the role of the staff being played by
someone with actual experience working in a travel
agency. Note that while the participants were as-
signed roles, they were not given a script. A total of
329 dialogues (115.5 hours) have been recorded.
These dialogues were randomly divided into ses-
sion units, with 263 dialogues (92.5 hours) in the
training set, and 33 dialogues (11.5 hours) each in
the validation set and test set.

3.4. Differences Across Languages
As mentioned above, earlier studies suggest that
there are slight differences in turn-taking tendencies
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(a) English (Switchboard) (b) Mandarin (HKUST) (c) Japanese (Travel agency)

Figure 3: Histogram of turn-shift gap in three languages

(a) English (Switchboard) (b) Mandarin (HKUST) (c) Japanese (Travel agency)

Figure 4: Histogram of turn-hold gap in three languages

between the three languages. Therefore, we first in-
vestigated the differences in gap and pause length
between the datasets. Figure 3 shows the his-
togram of gap duration during turn transitions, while
Figure 4 illustrates the distribution of pause length
during turn holding. It can be observed that Man-
darin and Japanese tend to have slightly shorter
gaps during turn transitions compared to English.
On the other hand, during turn holding, English and
Mandarin show a tendency towards shorter pause
lengths, compared to Japanese. Furthermore, it’s
worth observing that the distribution of Japanese
is more evenly dispersed. The Japanese dataset
exhibits a formal dialogue setting with explicitly as-
signed roles, distinguishing it from the other two
datasets. Consequently, there seems to be a trend
in the Japanese dataset where the participants hold
the turn for longer periods of time without turn-shifts,
resulting in longer gaps between utterances.

Given these differences, it is important to note
that the VAP model does not only have to take into
account how cues and signals may differ between
languages, but also the overall distributions, which
might bias the predictions.

4. Experiments

To answer the research questions from RQ1 to RQ5
mentioned in Section 1, we conducted a series of
experiments, as described below.

4.1. Cross-lingual Performance
In order to answer RQ1 and RQ2, we compared the
performances between a multilingual model and
monolingual models trained specifically for each

language.

4.1.1. Condition

The multilingual model was trained on all the data
from the three languages mentioned above. Ad-
ditionally, a monolingual model was trained sepa-
rately for each language. Thus, the training data
quantity of the multilingual model was three times
that of each monolingual model.

The structure and parameters of the VAP model
were the same for the multilingual and monolingual
settings. The training parameters were as follows:
The number of training epochs was 20, batch size
was 8, learning rate was 3.63E-4, and weight decay
was set to 0.001. We used the AdamW optimizer.
We evaluated the test set using the model with the
smallest loss on the validation set.

4.1.2. Test Loss Performance

As a basic evaluation metric, we assessed the av-
erage loss on the test set. The loss of interest
for evaluation is Lvap, which was defined in Sec-
tion 2. Table 1 shows the results. As can be seen,
whereas the monolingual models work well when
tested on the same language, they perform con-
siderably worse when applied to another language.
From this result, it is clear that the nature of voice
activity projection differs across the three language
datasets used in this study, and in order to make
accurate predictions, it is necessary to train specific
models for each language. However, the results
of the multilingual model reveal that it can project
voice activity with the same level of performance
for all languages as the language-matched models.
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Test data
Training data ENG MAN JPN

English 2.387 3.401 2.956
Mandarin 2.839 2.817 3.098
Japanese 3.306 4.004 2.329
Multi (proposed) 2.396 2.832 2.265

Table 1: Test loss on cross-lingual performance

4.1.3. Turn Shift/hold Prediction

While the test loss reveals the general performance
of the models, the numbers are hard to interpret.
Thus, we also evaluated the applicability of a multi-
lingual VAP model in the typical problem of predict-
ing a shift vs. a hold in periods of mutual silence.
This is an application that is similar to end-of-turn
prediction in spoken dialogue systems. This eval-
uation is the same as the one used in previous
research (Ekstedt and Skantze, 2022b). The task
is to predict whether the preceding speaker and
the following speaker were different (shift) or the
same (hold) when a mutual silence longer than
0.25 seconds is observed. Note that the preceding
and following utterances must be longer than one
second. The value of pnow after 0.05 seconds into
the start of the mutual silence is used to predict
who the next speaker is.

The distribution of the shift/hold classes is sum-
marized in Table 2. Since the nature of the dialogue
varies depending on the language, the ratio of turn
shifts to holds is also different. For example, in the
Japanese data, there are fewer pauses (holds) and
more concise utterances. The Mandarin data has
the next largest imbalance, followed by English. In
particular, in English, holds are approximately 10
times more frequent than shifts.

Although the evaluation metric used in previous
research was the weighted F1 score, in this study,
we used balanced accuracy to reduce the bias of
class imbalance between languages. Furthermore,
since the value of balanced accuracy would be 0.5
for random or majority-class prediction, it also has
the advantage of being easily interpretable.

Table 3 shows the prediction results. The re-
sults are in line with those obtained using the test
loss. Furthermore, when comparing the accuracy
across languages, it is evident that Mandarin has
the most predictable turn-taking patterns. From
these results, we conclude that the monolingual
models cannot be directly applied to other lan-
guages (RQ1), but that the multilingual model can
be utilized as a generic turn-taking model for all
three languages (RQ2).

Figure 5 illustrates output examples of the multi-
lingual model in each language dataset. In these
figures, both pnow and pfuture are illustrated to-
gether with input waveforms colored with reference

Dataset #Shift #Hold %Shift
English 1253 11432 9.9
Mandarin 718 1807 28.4
Japanese 1029 1371 42.9

Table 2: Distribution of samples for turn shift/hold
prediction

Training data Test data
ENG MAN JPN

English 79.59 68.64 59.43
Mandarin 65.31 84.49 59.72
Japanese 64.46 67.89 74.20
Multi (proposed) 77.16 84.60 76.54

Table 3: Cross-lingual turn shift/hold prediction per-
formance (balanced accuracy [%])

VAD segments. In the English example (a), the turn
shifts from the orange participant to the blue partic-
ipant. During this turn shift, pnow exhibits a notably
high predictive value before blue’s speech. Addi-
tionally, during the pauses within each speaker’s
turn (holds), pnow and pfuture correctly predict a
continuation of each speaker’s turn.

This same pattern is observed in the Mandarin
example (b). In this case, we can see how pfuture
projects a turn-completion already before blue has
stopped speaking. Furthermore, in the latter part of
the Mandarin example, there is a short backchan-
nel from blue, which is predicted by pnow. As this
value is stronger than pfuture, this illustrates how
pnow and pfuture can be used together to predict
backchannels, but also for predicting that blue will
not produce a longer utterance, after the onset of
the backchannel.

The Japanese example (c) also illustrates that
both turn shifts and holds can be predicted effec-
tively. Note that there is a prolonged pause at
the beginning of blue’s turn-taking around the mid-
dle, during which pnow and pfuture demonstrate
an uncertainty as to who will be the next speaker.
These types of situations are commonly observed
in natural conversations, and are referred to as self-
selection in the literature (Sacks et al., 1974). This
kind of information could be utilized by spoken dia-
logue systems, allowing it to either take the turn or
leave it to the user.

4.2. Language Identification
Next, to answer RQ3, we investigate the lan-
guage identification ability of the multilingual model.
Based on the observation that the multilingual
model performed well in all three languages in the
previous section, and that the monolingual mod-
els did not perform well for other languages, we
hypothesized that the multilingual model is able to
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(a) English (Switchboard)

(b) Mandarin (HKUST)

(c) Japanese (Travel agency)

Figure 5: Output example of multilingual VAP in three languages (Top: English, Middle: Mandarin, Bottom:
Japanese) - Each graph consists of, from top to bottom, input waveforms of both participants, near future
voiced probability (pnow), and future voiced probability (pfuture) among participants.

identify the language of the input speech and op-
erates accordingly. To investigate this, we added
another linear layer for language identification to
the final layer of the VAP model, along with those
for VAP and VAD. Since we are dealing with three
languages, it becomes a three-class classification
problem. Then, we added the cross-entropy-based
language identification loss (Llid) to the training
loss as

L = Lvap + Lvad + Llid . (4)

We then trained this model from scratch in this
experiment.

As a result, when the language identification ac-
curacy was measured on the test set, it reached
a weighted F1-score of 99.99%. In other words,
the multilingual model is able to almost perfectly
identify the language of the input speech.

We also wanted to see whether this added lan-
guage identification loss would act as a multi-task
loss, potentially improving the performance of the
multi-lingual model. Table 4 reports the perfor-
mance on the VAP test loss (Lvap) and the balanced
accuracy of shift/hold prediction for turn-taking, for
this new model compared to the previous model.
As the results are very similar between models, we
draw the conclusion that the model does not need
help to learn to identify the language, but that it
does so anyway implicitly.

Test data Test loss (↓) Shift/Hold (↑)
w/o LID w/ LID w/o LID w/ LID

English 2.396 2.401 79.59 78.44
Mandarin 2.832 2.819 84.49 84.72
Japanese 2.265 2.341 74.20 75.82

Table 4: Performance with or without language
identification (LID) multitask (“Shift/Hold” repre-
sents the balanced accuracy [%] on the turn
shift/hold prediction task.)

4.3. Pitch Sensitivity
As mentioned in Section 1, prosodic information
is an important factor in predicting turn-taking. To
assess the model’s reliance on prosodic informa-
tion indirectly and to answer RQ4, we flattened the
pitch of the input speech during the test phase (Fig-
ure 6) and measured the resulting performance
degradation. A previous study conducted a simi-
lar test and found that pitch flattening had a minor
overall impact on the model’s performance, while
being important in specific contexts of syntactic
ambiguity (Ekstedt and Skantze, 2022a). In this
study, we used Praat2 to flatten the pitch, follow-
ing the methodology of the aforementioned study.
We then examined the performance changes be-
fore and after pitch flattening for the turn shift/hold
prediction.

Table 5 presents the results for both monolingual

2https://www.fon.hum.uva.nl/praat/

https://www.fon.hum.uva.nl/praat/
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Original (before) Pitch flattened (after)

Figure 6: Input example of pitch flattening test (Top:
Spectrogram, Bottom: Automatically estimated F0)

Test data Mono Multi
English 79.68 (+0.09) 76.28 (+0.12)
Mandarin 82.47 (−2.02) 82.30 (−2.30)
Japanese 72.83 (−1.37) 74.73 (−1.81)

Table 5: Turn shift/hold prediction performance (bal-
anced accuracy [%]) with pitch flattening (difference
against the case without pitch flattening)

and multilingual models. Both types of models ex-
hibited similar trends, indicating that they rely on
pitch information to a similar extent (RQ4). Further-
more, when analyzing the differences between lan-
guages, a decrease in accuracy of approximately
two percentage units was observed in Japanese
and Mandarin. In contrast, the change in accuracy
for English was not significant. This discrepancy
suggests that turn-taking in Japanese and Man-
darin is more dependent on pitch cues, compared
to English.

For Mandarin, together with the high accuracy
in the shift/hold prediction experiment, our results
suggest that pitch plays an important role for indi-
cating turn-final position, which aligns with previ-
ous findings. While falling intonation is a universal
turn-yielding cue in various languages (McCarthy,
1991), Mandarin, being a tonal language with lexi-
cal tones for individual words, may be able to pro-
vide richer pitch information for the model. For
example, Levow (2005) investigated the interaction
between tone and intonation and revealed that the
pitch of turn-final words is nevertheless relatively
lower than those in other positions in the utterance.
They further show that intonation patterns can be
used to train a classifier for determining turn-final
syllables.

4.4. Effect of Audio Encoder
Finally, we also investigated the audio encoder
used in the VAP model to answer RQ5. The en-
coder we used is CPC, which was also used in
previous research on the VAP model. One poten-
tial limiting factor in a multilingual setting is that the

Test data Test loss (↓) Shift/Hold (↑)
CPC MMS CPC MMS

English 2.396 2.421 79.59 77.67
Mandarin 2.832 2.841 84.49 82.09
Japanese 2.265 2.394 74.20 72.10

Table 6: Performance on comparison of audio en-
coders (“Shift/Hold” reports balanced accuracy [%]
on the turn shift/hold prediction task.)

model is trained on the English Librispeech dataset.
Additionally, during the training of the VAP model,
the parameters of this CPC are frozen. On the
other hand, according to previous research, the
English CPC model has been shown to be effective
for phoneme recognition in other languages (Riv-
iere et al., 2020). It should be noted that it is not
straightforward to adopt any audio encoder for the
VAP model, since the encoder needs to operate in
a causal manner. This rules out models such as
HuBERT (Hsu et al., 2021), which is bidirectional.

Still, we wanted to compare it with an audio en-
coder that is multilingual and not pre-trained on a
specific language. Recently, Meta has released a
multilingual wav2vec 2.0 model called Massively
Multilingual Speech (MMS), which is pre-trained
on data from 1406 languages (Pratap et al., 2023).
Although the transformer layers of wav2vec 2.0 are
bidirectional, the initial multi-stage CNN operates
on a much smaller time window. Thus, we could
adopt this initial part of the model for the VAP model,
and compare the performance with CPC. Just like
with CPC, this multi-stage CNN was frozen during
the training of the VAP model.

The comparative results are reported in Table 6.
Overall, MMS results show slightly lower perfor-
mance compared to CPC. Thus, CPC seems to
be more compatible with the task of the VAP
model (RQ5). We also tried to train the entire model
without freezing the audio encoder. However, both
CPC and MMS showed a slight decrease in ac-
curacy in doing so. Given the current size of the
training dataset, there is a possibility that the model
is overfitting.

5. Conclusion

In this paper, we have investigated the applica-
tion of voice activity projection (VAP), a predictive
turn-taking model for spoken dialogue, on multilin-
gual data, encompassing English, Mandarin and
Japanese. The results show that a monolingual
VAP model does not work well when applied to
other languages (RQ1). However, a multilingual
VAP model (trained on all languages) shows com-
parable performance to monolingual models across
all three language datasets (RQ2). Next, by incor-
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porating an additional language identification task,
we showed that the multilingual model can accu-
rately identify the language of input audio (RQ3).
We also investigated the model’s sensitivity to pitch,
by flattening the pitch of the input audio, Whereas
the performance on English did not change by this
perturbation, Japanese and Mandarin seem to be
somewhat more dependent on pitch cues (RQ4).
Finally, with respect to the audio encoder, we have
found that the current pre-trained CPC model is bet-
ter than the other alternative we have tried (RQ5).
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