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Abstract
The emergence of pre-trained models marks a significant juncture for the multilingual generation, offering un-
precedented capabilities to comprehend and produce text across multiple languages. These models display
commendable efficiency in high-resource languages. However, their performance notably falters in low-resource
languages due to the extensive linguistic diversity encountered. Moreover, the existing works lack thorough analysis
impairs the discovery of effective multilingual strategies, further complicating the advancement of current multilingual
generation systems. This paper aims to appraise the efficacy of multilingual generation tasks, with a focus on
summarization, through three resource availability scenarios: high-resource, low-resource, and zero-shot. We
classify multilingual generation methodologies into three foundational categories based on their underlying modeling
principles: Fine-tuning, Parameter-isolation, and Constraint-based approaches. Following this classification, we
conduct a comprehensive comparative study of these methodologies across different resource contexts using two
datasets that span six languages. This analysis provides insights into the unique advantages and limitations of
each method. In addition, we introduce an innovative yet simple automatic metric LANGM designed to mitigate
the prevalent problem of spurious correlations associated with language mixing. LANGM accurately measures the
degree of code-mixing at the language level. Finally, we highlight several challenges and suggest potential avenues
for future inquiry, aiming to spur further advancements within the field of multilingual text generation.
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1. Introduction

Multilingual Generation (MLG) represents a signif-
icant research area within the domain of natural
language generation, focusing on the automated
production of coherent text derived from sources in
multiple languages. This field engages with a va-
riety of tasks, such as multilingual machine trans-
lation (Sun et al., 2022; Cheng et al., 2023), mul-
tilingual summarization (Wang et al., 2021; Scirè
et al., 2023), and multilingual machine reading
comprehension (Wu et al., 2022; Fan and Gardent,
2020). This paper specifically focuses on multilin-
gual summarization due to its extensive research
and practical significance in natural language gen-
eration (Hasan et al., 2021; Wang et al., 2021; Lad-
hak et al., 2020; Scialom et al., 2020). Multilingual
summarization models aim to produce summaries
in the target language while preserving input in-
formation, fluency, and linguistic characteristics of
lengthy documents. Thereby presenting additional
challenges for current summarization systems.

The imbalance in multilingual data poses signifi-
cant challenges for multilingual generation. While
models such as mBERT (Kenton and Toutanova,
2019) and XLM-R (Conneau et al., 2020) demon-
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strate remarkable transfer capabilities across lan-
guages, their performance diminishes notably
when generating content in low-resource lan-
guages. The generation process is further influ-
enced by various factors including modeling meth-
ods, language families, and the availability of an-
notated data. These factors contribute to prob-
lems such as catastrophic forgetting and spurious
correlation. Catastrophic forgetting occurs when
a multilingual model, initially trained on data from
a target language, experiences a decline in per-
formance upon retraining for a new target lan-
guage, thereby degrading the performance of the
previously learned language model. Spurious cor-
relation is predominantly manifested in the com-
mon phenomenon of code-mixing in multilingual
generation. Experimental observations indicate
that multilingual transfer often results in mixed lan-
guages, leading to instances of code-mixing. In
zero-shot scenarios, target language words are of-
ten underrepresented, and target semantics may
remain in different languages. Efforts have been
made to mitigate catastrophic forgetting through
the development of pre-trained language mod-
els (PLMs) (Nguyen and Daumé III, 2019; Cao
et al., 2020; Wang et al., 2021). However, the
absence of comprehensive studies and standard-
ized benchmarks presents challenges in determin-
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ing the most effective methods for specific lan-
guages. Additionally, there is a notable absence of
research focusing on automatic metrics for evalu-
ating code-mixing phenomena, which complicates
efforts to quantify and assess such occurrences.

To address the aforementioned problems, this
paper aims to conduct a comprehensive compara-
tive analysis of existing works on multilingual sum-
marization across various settings, including high-
resource, low-resource, and zero-shot scenarios.
Multilingual summarization presents unique chal-
lenges due to the inherent complexity of informa-
tion compression, rendering it an area of signifi-
cant research importance. We categorize multilin-
gual generation methods into three groups based
on their underlying modeling principles: the fine-
tuning method, the parameter-isolation method,
and the constraint-based method. The fine-tuning
method involves refining a pre-trained language
model (Liu et al., 2020; Stickland et al., 2021) using
downstream task data, thereby leveraging abun-
dant data resources available for each language.
The parameter-isolation method entails the utiliza-
tion of language-specific modules with learnable
parameters while maintaining fixed parameters of
the pre-trained language model (Bapna and Fi-
rat, 2019; Li and Liang, 2021; Lee et al., 2019;
Li et al., 2020). Adapters and prefixes facilitate
training a small number of parameters to facilitate
multilingual content generation. The constraint-
based method employs advanced training strate-
gies to update parameters of the pre-trained lan-
guage model, such as contrastive learning (Wang
et al., 2021) and XMAML (Nooralahzadeh et al.,
2020). These methods are designed to mitigate
the problems of catastrophic forgetting and spuri-
ous correlation in multilingual summarization.

This paper specifically focuses on multilingual
summarization across six languages: English
(En), German (De), Spanish (Es), French (Fr),
Russian (Ru), and Turkish (Tr), utilizing two bench-
mark datasets, namely WikiLingua and MLSUM.
Our objective is to conduct an experimental com-
parative analysis utilizing varying amounts of data
in both high-resource and low-resource scenarios,
aiming to aid researchers in selecting the most
suitable method and optimization strategy based
on specific language contexts. In multilingual gen-
eration, the performance of models in the zero-
shot setting holds significant importance due to
the data imbalance problem. To address this con-
cern, we employ the pre-trained language model
mBART (Lewis et al., 2020), fine-tuned with task-
specific supervised data, and directly evaluate its
performance with low-resource languages in the
zero-shot setting. To tackle the common language
code-mixing problem in multilingual generation,
we propose an automatic metric named LANGM.

We demonstrate that LANGM exhibits a strong cor-
relation with manual judgments of summary qual-
ity. To the best of our knowledge, we are the first
to explore automated evaluation metrics for code-
mixing, providing a language-level evaluation for
multilingual generation, thereby significantly con-
tributing to research in this field. Furthermore, we
discuss the challenges and potential research di-
rections in the advancement of multilingual genera-
tion to facilitate its progress. In summary, our con-
tributions can be summarized as follows:
• We provide a comprehensive survey of multilin-
gual summarization and categorize existing works
based on different modeling principles.
• We introduce the novel and effective automatic
metric, LANGM, to address the language code-
mixing problem in multilingual generation.
• Experimental comparative analyses with varying
amounts of data are designed for three scenarios
to inspire future research.

2. Related Work

Multilingual Pre-trained Generation. The im-
pact of pre-trained models on monolingual text
has been extensively documented (Kenton and
Toutanova, 2019; Liu et al., 2019; Lan et al.,
2019), which has led to efforts to extend the suc-
cess of unsupervised pre-training from English to
multiple languages for multilingual comprehension
and generation (Conneau and Lample, 2019; Xue
et al., 2021; Liu et al., 2020). mBART (Liu et al.,
2020) tackles this challenge by denoising full texts
in multiple languages and pre-training the entire
encoder-decoder model, achieving robust perfor-
mance in both sentence-level and document-level
machine translation. mT5 (Xue et al., 2021) rep-
resents a multilingual iteration of T5 specifically
tailored for text-to-text tasks. However, multilin-
gual pre-trained models encounter the problem of
catastrophic forgetting, a phenomenon absent in
monolingual models due to the unified vocabulary.
Multilingual models tend to distribute their atten-
tion across various languages, resulting in subop-
timal performance in downstream tasks. Conse-
quently, effective training strategies become im-
perative, taking into account the specific language
context and the number of languages involved.

Multilingual Summarization. Multilingual sum-
marization aims to generate concise renditions of
source documents that encapsulate essential infor-
mation in multiple languages. It has gained promi-
nence alongside the rapid development of English
abstractive summarization techniques (See et al.,
2017; Maynez et al., 2020; Zhang et al., 2020;
Gehrmann et al., 2018; Chen et al., 2022), owing
to its broad applicability. Previous works have ex-
plored various approaches in this domain.Nguyen
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Figure 1: The three different methods of multilingual summarization. The fine-tuning aims to update
all PLM parameters. The parameter-isolation trains only the parameters of the adapter. The constraint-
based uses specific constraint strategies to optimize the model.

and Daumé III (2019) construct a small cross-
lingual dataset with English summaries for non-
English articles. Cao et al. (2020) utilize a
Transformer-based model with six layers of en-
coder and decoder to integrate auto-encoder train-
ing, translation, and summarization. Wang et al.
(2021) focus on document-level multilingual sum-
marization with contrastive learning. In addition,
the availability of a large number of multilingual
datasets has facilitated research in this area. How-
ever, the absence of standardized methodologies
and benchmarks has hindered equitable compar-
isons among various approaches. To establish a
solid foundation for future research, this paper con-
ducts a comparative analysis based on prevalent
model methodologies and datasets.

3. Methods

3.1. Task Formulation
The multilingual summarization model is designed
to generate summaries for source documents in
multiple languages. Formally, each source docu-
ment dlk = (w1, w2, ..., wm) is associated with a
standard reference summary ylk = (y1, y2, ..., yn)
in language lk, where m and n denote the num-
ber of words in the original sequences (m >> n)
and lk belongs to the set of languages L. The ob-
jective of the model is to produce a hypothetical
summary ŷlk in the corresponding language of in-
put. To achieve this, the model is trained on a multi-
lingual dataset using the maximum-likelihood, and
the training objective can be defined as follows:

Llk = −
nk∑
t=1

logP (y
lk
i |dlki ), (1)

where dlki and ylki represent the i-th sample for
language lk, and nk is the number of examples

in language lk. This approach enables the multi-
lingual model to generate summaries in the same
language as the input document.

3.2. Fine-tuning method
The performance of natural language processing
has seen significant enhancements with the ad-
vent of pre-trained language models (PLMs) (Ken-
ton and Toutanova, 2019; Radford et al., 2019;
Lewis et al., 2020; Liu et al., 2020; Raffel et al.,
2020). These models benefit from extensive data
and learn powerful language model parameters
fθ. Fine-tuning a PLM fθ with supervised train-
ing dataset for the natural language generation
task is the most common training strategy, which
has achieved strong performance on many bench-
marks(Maurya et al., 2021). However, most fine-
tuning strategies rely on supervised data, thereby
limiting their effectiveness in low-resource scenar-
ios. Consequently, this strategy is more suitable
for scenarios with adequate and balanced data.
As shown in Figure 1(a), we utilize a multilingual
summarization dataset to fine-tune all parameters
of the pre-trained model mBART, which stands
as the first sequence-to-sequence denoising auto-
encoder pre-trained on large-scale monolingual
corpora using BART (Lewis et al., 2020):

fθ̂ =

K∑
lk=1

fθ(d
lk , ylk ). (2)

3.3. Parameter-isolation method
The fine-tuning method necessitates balanced rep-
resentation of each language in the training data.
Furthermore, to attain significant performance, it is
required to adapt and maintain a separate model
for each target language, which can be both costly
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and inefficient. To address these challenges, cer-
tain methods introduce external parameters to the
PLM model, such as Adapter (Bapna and Firat,
2019; Ansell et al., 2021) and Prefix (Li and Liang,
2021), which append specific parameters to the ex-
isting pre-trained model for each language. This
approach enables the utilization of a small amount
of data to train these new parameters while keep-
ing the PLM parameters frozen, thereby effectively
enhancing performance in low-resource scenar-
ios. The adapter module typically comprises a sin-
gle hidden-layer feed-forward network formulation
with a nonlinear activation function between the
two projection layers. In our experiments, we incor-
porate the adapter module into the mBART frame-
work to assess its effectiveness across various lan-
guages, as shown in Figure 1(b). Formally, the
output representation of the i-th layer in the PLM is
denoted as hi ∈ Rb, then:

Adapter(hi) = Wdb(relu(Wbd(LN(hi)))) + hi, (3)

where LN represents layer-normalization (Ba
et al., 2016), and Wbd and Wdb are learnable pa-
rameters of the projection layers. Finally, the
hidden state is combined with a residual connec-
tion (He et al., 2016). In particular, each language
corresponds to a distinct set of adapter parame-
ters in this method, while sharing the same PLM
parameters.

3.4. Constraint-based method

In addition to fine-tuning and parameter-efficient
methods, there exist more intricate training strate-
gies to optimize the model parameters based on
the pre-trained model (Chang et al., 2022), as
shown in Figure 1 (c). Nooralahzadeh et al. uti-
lize meta-learning based on PLMs (X-MAML) to
effectively utilize training data from an auxiliary
language for zero-shot and few-shot cross-lingual
transfer across a total of 15 languages. Wang et al.
employ a contrastive learning strategy to train a
multilingual summarization system (CALMS), com-
prising two training objectives: contrastive sen-
tence ranking and sentence-aligned substitution.
These objectives aim to share the ability to extract
salient information and align sentence-level repre-
sentations across languages. Overall, these meth-
ods concentrate on diverse constraint strategies
for a PLM without introducing additional parame-
ter overhead, while achieving competitive perfor-
mance. This method can yield more effective con-
straints based on the data distribution, enabling
the model to optimize parameters in the target di-
rection and explore new optimization spaces.

4. Experiment

4.1. Datasets
To evaluate the performance of various multi-
lingual summarization models, we utilize two
datasets: WikiLingua (Ladhak et al., 2020) and
MLSUM (Scialom et al., 2020). WikiLingua is
a large-scale multilingual summarization dataset
that consists of article-summary pairs in 18 lan-
guages, extracted from WikiHow 1. It includes a
substantial number of English articles along with
aligned articles in 17 other languages, enabling
the evaluation of multilingual and cross-language
summarization tasks. MLSUM is a comprehen-
sive multilingual summarization dataset compris-
ing 1.57 million article-summary pairs in six lan-
guages, collected from online newspapers. In or-
der to ensure fairness and comparability in our ex-
periments, we select six languages common to
both datasets. Table 1 provides a comprehensive
overview of the data statistics used in our study,
revealing that Turkish is a low-resource language
in WikiLingua dataset.

4.2. Baselines
In our comparative analysis, we consider three
prominent methodologies within the field of
multilingual summarization: fine-tuning using
mBART, parameter-isolation method via Adapter,
and constraint-based modeling through CALMS.
Specifically, we examine monolingual mBARTmon,
multilingual mBARTmul, and various mBART vari-
ants. For Adapter, we explore its embedding
in different network layers to elucidate its signifi-
cance in multilingual generation. CALMS utilizes
mBART as an initialization and incorporates a con-
trastive learning approach, employing contrastive
sentence ranking and sentence-aligned substitu-
tion to enhance information extraction proficiency
and align sentence-level representations across
different languages.

4.3. Evaluation
For automatic evaluation, we employ the widely
used summarization metric ROUGE (Lin, 2004) to
assess the performance of summarization models
in different scenarios. ROUGE is based on the n-
grams, and is computed by the pyrouge package2.

Furthermore, as discussed in the preceding sec-
tion, code-mixing plays a crucial role in multilin-
gual generation models. However, existing auto-
matic evaluation metrics fail to effectively measure
the performance of each model in this context. To
address this gap, we propose a novel automatic

1https://www.wikihow.com
2https://pypi.org/poject/pyrouge
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Language Set English Spanish French German Russian Turkish

WikiLingua
Train 131,457 103,215 53,692 48,375 42,928 2,503
Valid 5,000 5,000 5,000 5,000 5,000 1,000
Test 5,000 5,000 5,000 5,000 5,000 1,000

MLSUM
Train 287,227 266,367 392,902 220,887 25,556 249,277
Valid 13,368 10,358 16,059 11,394 750 11,565
Test 11,490 13,920 15,828 10,701 757 12,775

Table 1: Data statistics of WikiLingua and MLSUM. For the fairness of experiment, we chose the same
six languages for the two datasets.

Methods WikiLingua MLSUM
En De Es Fr Ru Tr En De Es Fr Ru Tr

mBARTmon 41.78 31.92 39.15 37.62 18.89 26.93 41.27 43.39 25.35 23.95 12.75 36.28
mBARTmul 37.96 27.66 29.39 33.55 16.89 27.92 40.64 31.58 22.13 23.50 5.14 35.20
Adapter 24.08 18.36 24.79 22.33 8.62 19.53 35.69 28.53 21.63 22.68 13.58 33.77
CALMS 38.27 27.91 29.71 32.97 17.32 26.90 41.64 31.97 22.32 24.70 6.25 36.30

Table 2: The ROUGE-1 scores of different methods in high-resource scenarios, except for Turkish in
the WikiLingua dataset. mBARTmon is to train a monolingual model for each language. The others are
multilingual summarization models.

metric termed LANGM to evaluate the degree of
code-mixing in multilingual generation. Specifi-
cally, LANGM leverages the language detection
capability of langid3, a standalone language identi-
fication tool (Lui and Baldwin, 2012). While langid
can classify the language of a given text, it does
not provide a measure of the degree of code-
mixing within the text. To overcome this limitation,
we employ a sliding window approach based on
n-grams to capture instances of code-mixing. By
subjecting the n-gram sliding window to language
recognition, we can precisely identify and evalu-
ate code-mixing in the generated text. Formally,
LANGM is calculated as follows:

LANGMn =

∑p−q+1
gramn∈S langidl(gramn)

p− q + 1
, (4)

Here, p represents the length of the input se-
quence S and q denotes the length of the slid-
ing window. The gramn refers to the sequence
of words in a sliding window of size n. If gramn

belongs to the target language l, langidl(gramn) is
assigned a value of 1 predicted by the langid. Oth-
erwise, it is assigned a value of 0. To determine the
most appropriate sliding window size n for each
language, we assemble a valid set for each lan-
guage and evaluate performance across window
sizes ranging from 1 to 6. Experimental findings
reveal that excessively small values of n may lead
to ambiguity problems, wherein a single word may
belong to multiple languages. Conversely, overly
large values of n diminish the granularity and ac-
curacy of evaluation. Hence, we set n = 5 for sub-
sequent experiments based on the experimental
results of valid set.

3https://github.com/saffsd/langid.py

5. Results and Analysis

5.1. High-resource scenarios
In high-resource scenarios, our investigation fo-
cuses on addressing the following inquiries: 1)
Does a unified model for all languages outper-
form individual models for each language? 2)
Where does the multilingual summarization model
adapter perform better?
Monolingual v.s Multilingual. Table 2 presents
our main results across six languages in high-
resource scenarios. The Adapter method en-
tails the incorporation of adapter layers into each
layer of the encoder. In tasks with ample su-
pervision data, such as English abstractive sum-
marization, English story generation, and English
reading comprehension, researchers have devel-
oped numerous monolingual and multilingual ap-
proaches that have achieved impressive results.
However, when it comes to multilingual genera-
tion, the highly imbalanced data distribution leads
to inconsistent model performance. We observe
that monolingual models outperform multilingual
models in most cases, except for Turkish in Wik-
iLingua. The scarcity of training data in Turkish
allows mBART to leverage information from other
languages, thereby enhancing its summary gener-
ation capability. This underscores the advantages
of exploring multilingual models, enabling the ex-
traction of valuable information from related do-
mains even with fewer parameters and less data.
Adapter Location. Adapters can be inserted as
flexible plug-ins at various locations in pre-trained
language models. However, the location of the
adapter has varying effects on the original pre-
trained language model. Quantifying this perfor-
mance is crucial for guiding future research on mul-
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Adapter WikiLingua MLSUM
En De Es Fr Ru Tr En De Es Fr Ru Tr

Encoder-Start 24.05 15.51 23.05 18.75 7.27 16.37 33.54 26.43 21.52 23.90 14.52 31.53
Encoder-End 23.84 18.24 24.47 22.32 8.64 20.51 35.69 28.53 21.63 22.68 13.58 33.77
Decoder-Start - - - - - - - - - - - -
Decoder-End 24.05 17.70 24.89 22.31 8.78 20.03 31.63 25.56 20.10 21.48 13.58 33.96
Encoder-EndALL 24.29 18.89 24.99 22.43 9.01 20.85 35.73 29.53 21.71 23.16 14.61 34.58

Table 3: The ROUGE-1 F1 scores of different location adapter methods in high-resource scenarios (Wik-
iLingua). ’-’ indicates that the model cannot converge.
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Figure 2: The trend-lines depicting performance with different training set sizes in WikiLingua.

tilingual models. Encoder-EndALL indicates that
an adapter layer is added at the end of each layer
of the encoder, whereas other methods involve
only one adapter layer. Table 3 presents the re-
sults of mBART with different adapters at different
locations. We observe that placing the adapter at
the end of the encoder (Encoder-End and Encoder-
EndALL) gives the best performance. Conversely,
using an adapter at the beginning of the decoder
(Decoder-Start) leads to convergence failure in
most languages. The autoregressive generation
approach leads to a decoder that is sensitive to
the representation of the input sequence. Adding
an untrained adapter layer to the beginning of the
decoder can lead to increased difficulty in con-
vergence of the multilingual model. The embed-
ding vectors after passing through the untrained
adapter layer, the implicit state maps to a new hid-
den space, which leads to difficulties in conver-
gence of the whole decoder. However, adding
the adapter at the beginning of the encoder allows
for some mapping relationships to be learned af-
ter training, but performance is also decreased.
This emphasizes the different sensitivities of the
encoder and decoder to parameters and the key

role of word embeddings in multilingual modeling.

5.2. Low-resource scenarios

In this subsection, we assess the impact of training
set size on the performance of multilingual models
in low-resource scenarios. We illustrate the perfor-
mance of three multilingual models with different
languages in Figure 2, from which we draw the fol-
lowing noteworthy conclusions:
1) Generally, the adapter method excels when the
sample size is below 100. This indicates that
employing different adapters for each language
effectively enhances performance in resource-
constrained situations, particularly with very small
datasets. This benefit stems from the fact that
distinct adapters model specific language texts,
thereby mitigating spurious correlations.
2) As the dataset size increases to approximately
2,500, the fine-tuning pre-trained method demon-
strates significant advantages over the other two
methods. This highlights the importance of having
a sufficient amount of data to effectively transfer
knowledge from the pre-trained language model
to downstream tasks. When optimizing model pa-
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Methods En De Es Fr Ru Tr AVG
mBART 23.85 18.04 24.58 22.04 8.62 20.46 19.60
mBARTEn 41.79 13.23 22.91 22.31 6.89 10.12 19.54
mBARTDe 27.30 31.94 22.57 19.74 9.58 17.10 21.37
mBARTEs 26.12 11.30 39.16 16.35 7.05 10.09 18.35
mBARTFr 22.76 9.08 20.91 37.61 8.94 14.34 18.94
mBARTRu 3.31 1.12 1.92 0.66 18.87 13.33 6.54
mBARTTr 14.01 6.79 18.87 13.66 9.44 30.98 15.63

Table 4: The ROUGE-1 F1 scores of different
fine-tuning models in zero-shot scenarios. Note
that mBART is the pre-trained model without fine-
tuning. The mBART∗ indicates that mBART is fine-
tuned using the ∗ language data, and the italics are
supervised results.

rameters, a balance must be struck between the
ability to understand multiple languages and the
ability to generate summaries. Otherwise, the mix-
ture of multilingual data may cause the pre-trained
language model to converge to suboptimal points,
resulting in catastrophic forgetting.
3) With continued data augmentation, the knowl-
edge transfer between the pre-trained model and
the downstream tasks reaches a bottleneck. The
validation set loss plateaus, accompanied by stag-
nant metric performance. The constraint-based
method CALMS begins to exhibit its advantages.
The model parameters attain a state of local op-
timization, and further performance enhancement
is restricted by the learning rate. Consequently, it
becomes necessary to impose suitable constraints
based on the characteristics of the downstream
tasks to achieve better performance.

5.3. Zero-shot scenarios
The language family on multilingual summa-
rization. In order to better understand the influ-
ence of languages on the summarization task, we
select mBART as the baseline and fine-tune it us-
ing the summarization data from six languages in-
dividually. The results are presented in Table 4. Af-
ter fine-tuning mBART on language-specific train-
ing sets, its ROUGE-1 score exhibits a significant
improvement. However, upon direct testing on
other languages, the performance decreases in
most cases. This phenomenon can be primar-
ily attributed to catastrophic forgetting. Taking
English as an example, the original mBART ex-
hibits strong multilingual understanding capabili-
ties. However, during the training process on En-
glish data, the model receives no constraints for
other languages. As a result, the parameters of
mBART are optimized to better understand and
generate summaries in English, while the com-
prehension of other languages is inadvertently for-
gotten. mBARTDe achieves the highest average
score because it shares the closest language fam-
ily relationship with other languages. Both English
and German belong to the Germanic language

Methods En De Es Fr Ru Tr AVG
mBARTRu 3.31 1.12 1.92 0.66 18.87 13.33 6.54
mBARTRu(10En) 22.04 4.59 6.30 6.55 19.73 10.69 11.65
mBARTRu(10De) 16.61 17.38 9.93 11.05 19.85 10.29 14.19
mBARTRu(10Es) 4.97 2.39 16.13 1.82 19.48 11.35 9.36
mBARTRu(10Fr) 12.60 5.58 10.93 16.36 19.70 11.91 12.84
mBARTRu(10Tr) 9.83 4.17 5.16 3.66 19.45 19.04 10.22
mBARTRu(100En) 30.40 11.66 14.12 14.47 18.35 13.82 17.14
mBARTRu(100De) 24.89 23.86 15.86 18.01 20.84 8.99 18.74
mBARTRu(100Es) 27.76 9.96 32.49 23.04 19.42 11.19 20.64
mBARTRu(100Fr) 21.25 10.81 17.25 30.61 18.04 14.26 18.70
mBARTRu(100Tr) 19.94 6.95 11.13 13.21 19.41 26.40 16.17

Table 5: The ROUGE-1 scores for language repro-
duction in zero-shot scenarios. The superscript in-
dicates the mixed language and number.

family, which contributes to a higher ROUGE-1
score for English (a high-resource language) and
boosts the overall average score. On the other
hand, Russian exhibits the lowest performance
due to its distinct vocabulary compared to the other
languages. It should be noted that there is also a
significant gap between Turkish tokens and other
languages. However, the average score for Turk-
ish is much higher than that of Russian, mainly due
to the different sizes of the training data (49,928
for Russian and 2,503 for Turkish). The large
amount of Russian data exacerbates the catas-
trophic forgetting problem in the original mBART,
resulting in the lowest overall performance. This
situation is commonly observed in low-resource
scenarios, necessitating the adoption of specific
training strategies to mitigate this problem.

In lifelong learning, researchers often employ re-
production methods to alleviate catastrophic for-
getting. Therefore, during the fine-tuning process
on German data, we experiment with mixing a
small amount of data from other languages. Sub-
sequently, we evaluate the performance as shown
in Table 5. Russian is chosen because it has the
lowest performance in Table 4, to explore how the
overall performance of the model on multilingual
summaries can be effectively improved with less
cost. The experiments reveal that by incorporating
only 10 pieces of English summarization data, the
average ROUGE-1 score across the six languages
improves by 5.11 points (line 2). This finding holds
significant research implications for handling mul-
tilingual summarization tasks. Mixing 10 German
data samples into Russian yields the most sub-
stantial improvement. This result aligns with the
observations from Table 4, indicating that German
contributes positively to the learning of the other
five languages when the data is extremely sparse.
Additionally, mBARTRu(100Es) achieves the best
performance when mixed with 100 data samples.
This can be attributed to Spanish and French be-
longing to the Romance language family.
The code-mixing on multilingual summariza-
tion. To further investigate the specific challenges
of multilingual summarization in low-resource sce-
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Methods LANGM(n=5) Manual
En De Es Fr En De Es Fr

mBART 95.51 95.12 81.22 94.91 97.59 99.63 99.60 99.92
mBARTmon 90.05 94.93 86.21 94.38 95.92 99.59 99.76 99.81
mBARTRu 8.72 4.72 10.47 10.89 73.15 68.20 46.45 65.26
mBARTRu(10En) 52.73 28.08 32.08 18.65 83.06 71.41 65.88 74.15
mBARTRu(100En) 90.76 81.83 49.20 55.81 96.99 91.39 76.42 80.71

Table 6: The LANGM and manual results (%) of models on WikiLingua with language reproduction.

narios, we introduce the LANGM (from 0 to 1) met-
ric for the first time to evaluate the performance
of code-mixing. The Russian and Turkish show a
negative correlation so we exclude them. We at-
tribute this discrepancy to the lower accuracy of
the langid tool in detecting this language family,
which also highlights the complexity and diversity
of evaluating multilingual generation. The results
of the LANGM and manual evaluations across
four languages are presented in Table 6. We ob-
serve that the consistency between these metrics
for four languages (English, Spanish, French, and
German) aligns well with the manual judgments
of language consistency. In other words, higher
LANGM scores and positive manual evaluations
indicate better language consistency. Table 6 re-
veals a counterintuitive result for mBARTmon. The
fine-tuning model on specific language summa-
rization data shows a lower degree of code-mixing
compared to the original mBART. Upon investi-
gating the original WikiLingua data, we find that
the quality of the training corpus at the language
level is poor. For instance, the English training
data contains a significant amount of Chinese sym-
bols, resulting in the fine-tuned model easily out-
putting Chinese tokens when generating English
text, bringing about the code-mixing problem. We
also observe that by incorporating a small amount
of data from other languages, the model can ef-
fectively mitigate code-mixing. This demonstrates
that reasonable multilingual data reproduction can
effectively improve the robustness of the model.
As a result, the model develops a better under-
standing of unseen languages during testing, re-
ducing code-mixing problem.

To assess the correlation between our pro-
posed LANGM metric and manual judgments,
we randomly select 100 examples gener-
ated by the mBART, mBARTmon, mBARTRu,
mBARTRu(10En), and mBARTRu(100En) models
on the WikiLingua dataset. We invite three well-
educated annotators to determine the language
of the summaries. Language is considered the
primary quality criterion, and the annotators
assess the percentage of sentences that belong
to the target language. To analyze consistency,
we calculate the Pearson’s correlation coefficients
between the annotators and the LANGM scores.

Methods En De Es Fr
mBART 0.69 0.60 0.58 0.65
mBARTmon 0.66 0.58 0.57 0.63
mBARTRu 0.75 0.63 0.69 0.78
mBARTRu(10En) 0.61 0.68 0.68 0.74
mBARTRu(100En) 0.71 0.46 0.58 0.53

Table 7: The Pearson’s correlation coefficient be-
tween LANGM and Manual scores in zero-shot
scenarios with language reproduction, and the p-
value < 0.01.

Table 7, showcases the results of Pearson’s
correlation analysis between the automatic metric
LANGM and manual evaluations. This table
demonstrates the correlation between the pro-
posed metric and the subjective judgments made
by human evaluators regarding the code-mixing
problem in multilingual summarization.

6. Challenges and Future Directions

Evaluation. Existing automatic evaluation met-
rics predominantly cater to monolingual tasks, po-
tentially lacking suitability for multilingual gener-
ation. Despite some research addressing code-
mixing, the field lacks clear automatic metrics for
quantifying the problem (Pratapa et al., 2018). Al-
though we introduce the LANGM metric to eval-
uate language-level consistency, it falls short in
effectively monitoring semantic aspects. Evaluat-
ing multilingual generation poses significant chal-
lenges but holds substantial research importance.
Dataset. Creating high-quality datasets is
resource-intensive and time-consuming. Further-
more, certain minority languages face a scarcity
of annotators, necessitating the exploration of
more efficient algorithms in addition to data anno-
tation. Although numerous multilingual datasets
have emerged, they often exhibit imbalanced lan-
guage distribution and demand more comprehen-
sive and balanced data. Future multilingual re-
search should encompass a broader array of lan-
guages and language families. The inclusion of
multilingual multimodal data can enhance multilin-
gual generation by providing additional opportuni-
ties (Li et al., 2023).
Future Directions. In the future, the development
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of multilingual datasets and evaluation methodolo-
gies will remain pivotal areas of research. The
selection of appropriate models should be guided
by data resources and the diversity of language
families. While this work offers model recommen-
dations for six languages in varying scenarios, fu-
ture research should encompass a more extensive
set of languages for a comprehensive compara-
tive study. Additionally, we aim to expand the au-
tomatic evaluation LANGM metric to encompass
the semantics of multiple languages in the future,
enhancing its utility for evaluating multilingual gen-
eration. Exploring the integration of multimodal
and multilingual features also holds great potential.
The inclusion of visual content, videos, speech,
and other modalities can supply additional contex-
tual information to enhance the fidelity of multilin-
gual generation. These collective efforts will con-
tribute to the broader adoption of multilingual gen-
eration techniques within the research community.

7. Conclusion

In this paper, we present a comprehensive study of
multilingual generation models in abstractive sum-
marization. We categorize various approaches
based on the core modeling principles. Our com-
parative analysis of these methods using datasets
encompassing six languages reveals the follow-
ing key findings: (1) In high-resource scenarios,
monolingual models generally outperform multilin-
gual models, with exceptions in cases of scarce
training data, such as Turkish. (2) The place-
ment of adapters within model architecture sig-
nificantly affects performance, with adapters po-
sitioned at the end of the encoder layers show-
ing promising results. (3) Multilingual model per-
formance varies significantly with the size of the
training dataset, with fine-tuning exhibiting advan-
tages with larger data volumes. By comparing
the strengths and weaknesses of these methods,
we address the need for automatic metrics like
LANGM to assess code-mixing problem. We also
discuss the challenges and potential directions for
the development of multilingual generation, includ-
ing evaluation, dataset, and the integration of mul-
tilingual multimodal features. Overall, this study
contributes to the advancement of multilingual gen-
eration research and offers valuable insights for fu-
ture developments in the field.
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