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Abstract
Almost all frameworks for the manual or automatic evaluation of machine translation characterize the quality of an MT
output with a single number. An exception is the Multidimensional Quality Metrics (MQM) framework which offers a
fine-grained ontology of quality dimensions for scoring (such as style, fluency, accuracy, and terminology). Previous
studies have demonstrated the feasibility of MQM annotation but there are, to our knowledge, no computational
models that predict MQM scores for novel texts, due to a lack of resources. In this paper, we address these
shortcomings by (a) providing a 1200-sentence MQM evaluation benchmark for the language pair English—Korean
and (b) reframing MT evaluation as the multi-task problem of simultaneously predicting several MQM scores using
SOTA language models, both in a reference-based MT evaluation setup and a reference-free quality estimation (QE)
setup. We find that reference-free setup outperforms its counterpart in the style dimension while reference-based
models retain an edge regarding accuracy. Overall, RemBERT emerges as the most promising model. Through our

evaluation, we offer an insight into the translation quality in a more fine-grained, interpretable manner.

Keywords: Corpus, Evaluation Methodologies, Explainability, Machine Translation, Multilinguality

1. Introduction

Machine Translation (MT) evaluation refers to as-
sessing the quality of translations generated by MT
systems. Since the early stages of machine trans-
lation, evaluating its output has been an integral
concern, as it enables systems to be assessed,
refined, and enhanced (Dorr et al., 2011). As re-
cent transformative advances in MT technologies
(Bahdanau et al., 2015; Wu et al., 2016; Vaswani
et al., 2017) enabled higher-quality, more nuanced
translations, the importance of MT evaluation has
evolved correspondingly, requiring a more sophisti-
cated ability to measure quality accurately.

While recent advancements by neural metrics
(Zhang et al., 2020; Sellam et al., 2020; Rei et al.,
2020) have significantly brought the evaluation of
machine translation forwards, virtually all current
work on automatic MT evaluation distills the com-
plexity of translation quality into a single score to
be annotated and predicted, respectively. A single-
score approach, while greatly simplifying compu-
tational modeling, arguably falls short of capturing
the inherent multidimensional concept of translation
quality. This limitation underscores the importance
of a fine-grained evaluation. As an illustration, con-
sider the three types of translation errors in Table 1:
Accuracy errors fail to convey the meaning of the
input. Fluency errors arise from outputs that fail
to be grammatical and natural. Style errors finally
change the style of the input substantially.

Being able to distinguish different aspects of
translation quality allows for a fairer comparison
across different MT systems in a line and reveals
their strengths and weaknesses across different as-
pects of evaluation criteria (Avramidis et al., 2018;

Error Type Sentence

Original The cat chased the mouse.
Accuracy The cat chased the ball.

Fluency The cat the mouse chased.
Style The cat found itself in pursuit of

the mouse.

Table 1: Different types of translation errors

Klubicka et al., 2018). Interestingly, early work on
MT evaluation generally distinguished two major as-
pects of translation quality, namely adequacy and
fluency (White and O’Connell, 1993). However, the
field later saw a focus on single-score evaluations
that arose both from simpler modeling (Papineni
et al., 2002) and from concerns about annotation
reliability (Chatzikoumi, 2020).

An MT evaluation framework that takes these
distinctions seriously is MQM, the multidimensional
quality metrics framework (Lommel et al., 2014). It
decomposes translation quality into a number of
aspects and their subaspects. Errors are identified
according to their error types and severity levels
and they are converted into numerical scores by
their pre-defined weights (see Section 3.1 for de-
tails). MQM is a robust scheme that corresponds
well to judges’ overall assessment of translation
quality and provides nuanced insights into the prop-
erties of MT output (Freitag et al., 2021a). However,
there are few corpora annotated with MQM scores,
and correspondingly, little computational work that
assesses the automatic prediction of MQM scores
for the purposes of MT evaluation.

In this paper, we show that a suitably adapted
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version of MQM lends itself to comparatively easy
modeling on top of current neural language models
which makes use of three key error dimensions: ac-
curacy, fluency, and style. This multidimensionality
is not a huge concern any more, since these mod-
els straightforwardly support multi-task learning.
Our study provides three main contributions:
First, we present a resource of MQM-annotated
dataset for English-Korean translation evaluation,
a language pair known to be challenging both for
translation and for evaluation (Choi et al., 2018).
Second, we train and evaluate models for auto-
matic MQM score prediction. Third, we identify the
optimal conditions for our method by scrutinizing an
array of models on varied data scales and diverse
inputs, showing that robust prediction is possible
even with relatively limited training data. The cor-
pus and the model code are publicly available on
our GitHub repository at https://github.com
/DojunPark/multidimensional_MTE.

Plan of the paper. Section 2 introduces related
work. Section 3 describes our MQM resource for
the the language pair of English—Korean. Section
4 discusses the model architectures and the exper-
imental setup. Section 5 presents our experiments
along with their results. Finally, Section 6 discusses
our findings and directions for future research.

2. Related Work

2.1.

Adequacy and fluency (White and O’Connell, 1993)
are among the most traditional approaches to hu-
man evaluation. Adequacy assesses if translations
by MT systems convey the meaning of the source
text accurately, while fluency evaluates the natural-
ness and fluency of the target text, paying particular
attention to grammar and idiomatic expressions.

Ranking (Duh, 2008) is another traditional
method where translations from different systems
are compared and ranked sentence by sentence.
This relative ranking method often yields better inter-
annotator agreement than evaluations based on
adequacy and fluency (Koehn, 2010).

Human Evaluation

2.2. Automatic Evaluation

String-based Metrics. BLEU (Papineni et al.,
2002) is the most common automatic metric for MT
quality evaluation. It assesses machine-generated
translations by computing n-gram precisions, which
focus on precision, and imposing a brevity penalty,
which serves to capture the aspect of recall. While
being pointed out for its limitations repeatedly
(Marie et al., 2021; Chauhan and Daniel, 2022),
BLEU still remains widely used in a majority of

MT publications (Marie et al., 2021; Chauhan and
Daniel, 2022). METEOR (Banerjee and Lavie,
2005) addresses some limitations of BLEU by in-
corporating stemming and synonymy.

Instead of focusing on the word level n-gram,
Character F-score (ChrF) (Popovi¢, 2015) evalu-
ates translations based on character-level n-gram
overlaps. An enhanced version, ChrF++ (Popovic,
2017), extends the original metric by also consider-
ing word-level n-grams in its evaluation and they are
often considered as alternative metrics to BLEU.

Translation Error Rate (TER) (Snover et al., 2006)
is another automatic metric based on the edit dis-
tance such as insertion, deletion, substitution, and
shift. HTER (Human-mediated Translation Error
Rate) integrates human intervention in the evalua-
tion process by comparing the machine output to a
version post-edited by a human translator.

Neural Metrics. Neural metrics represent an
advanced approach for automatic evaluation of
machine-generated translations. It can be cat-
egorized as either unsupervised or supervised
(Lee et al., 2023). Unsupervised metrics such as
BERTscore (Zhang et al., 2020) and YiSi (Lo, 2019)
leverage the contextual embeddings of pre-trained
models to measure the semantic similarity between
words in candidate and reference translations, en-
abling a more informative evaluation.

Supervised metrics such as BLEURT (Sellam
et al., 2020) and COMET (Rei et al., 2020) go a
step further. They fine-tune pre-trained models
on manually scored data sets utilizing specific hu-
man evaluation metrics, thereby producing assess-
ments that more closely approximate human judg-
ments. Recent studies have confirmed superior
performance of supervised neural metrics in cor-
relating with human assessments, outperforming
other traditional and unsupervised neural metrics
(Mathur et al., 2020; Freitag et al., 2021b).

However, there are potential pitfalls: These met-
rics are prone to a higher susceptibility to overfitting
on the data they are trained on. Also, if the embed-
dings used in both the MT and evaluation models
are too similar, there is a risk of bias, potentially
skewing evaluation outcomes.

2.3. Quality Estimation

Quality Estimation (QE) is considered an alterna-
tive approach to MT evaluation. As a reference-
free evaluation, it assesses the quality of a trans-
lation by taking only the source sentence and its
machine-generated translation without a reference
translation (Specia et al., 2018). This technique
is advantageous as it provides an estimation of
translation quality without requiring reference trans-
lations, which might not always be available.
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Major Cat.  Minor Cat. Description
Addition Translation includes information not present in the source.
Omission Translation is missing content from the source.
Accuracy . . .
Mistranslation Translation does not accurately represent the source.
Untranslated text Source text has been left untranslated.
Punctuation Incorrect punctuation (for locale or style).
Spelling Incorrect spelling or capitalization.
Grammar Problems with grammar, other than orthography.
Fluency . . . . . .
Register Wrong grammatical register (eg, inappropriately informal pronouns).
Inconsistency Internal inconsistency (not related to terminology).
Character encoding Characters are garbled due to incorrect encoding.
. Inappropriate for context | Terminology is non-standard or does not fit context.
Terminology . . . .
Inconsistent use Terminology is used inconsistently.
Style Awkward Translation has stylistic problems.
Address format Wrong format for addresses.
Currency format Wrong format for currency.
Locale Date format Wrong format for dates.
convention Name format Wrong format for names.
Telephone format Wrong format for telephone numbers.
Time format Wrong format for time expressions.
Other Any other issues.
Source error An error in the source.
Non-translation Impossible to reliably characterize distinct errors.

Table 2: MQM hierarchy from Freitag et al. (2021a)

QuEst (Specia et al., 2013) and QuEst++ (Specia
et al., 2015) are statistical QE systems which oper-
ate by leveraging linguistic features from both the
source sentence and its translation and learning to
predict translation quality based on these features.

Following the general trend, neural methods
have recently become central in QE systems.
OpenKiwi (Kepler et al., 2019) incorporates leading
QE systems from the WMT 2015-18 tasks into its
framework. TransQuest(Ranasinghe et al., 2020),
building on XLM-RoBERTa embeddings (Conneau
et al.,, 2019), has surpassed other state-of-the-
art systems (Specia et al., 2020). Most recently,
COMETKiwi (Rei et al., 2022b) achieved a new
state-of-the-art in the WMT 2022 shared task on QE
(Zerva et al., 2022). It has brought QE performance
forward by integrating the COMET framework (Rei
et al., 2020) with the predictor-estimator architec-
ture (Kim et al., 2017), where a predictor processes
both source and target sentences to predict target
words, and an estimator uses these feature vectors
to estimate translation quality. This advancement
has further blurred the lines between traditional MT
evaluation and Quality Estimation.

3. An MQM Resource for the
Language Pair English—-Korean

3.1. Multidimensional Quality Metrics

MQM or Multidimensional Quality Metrics (Lommel
et al., 2014) is a framework specifically designed
to identify translation issues and transform them

into quantifiable scores. It features a hierarchical
structure of translation error types as shown in Ta-
ble 2. In addition, MQM proposes to weigh each
error by its severity. It offers three weights: minor
error (weight 1), major error (weight 5), and critical
error (weight 25). At the segment level, we can
aggregate errors to obtain first category-specific
scores, and then aggregate category scores to ob-
tain overall scores.

MQM sees itself as a general framework whose
users should select the most pertinent error cate-
gories and severities for each particular translation
context. We now describe our use case and then
proceed to describing our adaptations to MQM.

3.2. Constructing an English—Korean
Parallel Dataset

To construct our dataset, we start with parallel cor-
pora, then generate translations and quality assess-
ments using a two-step approach: paraphrasing
and quality evaluation.

From the OPUS (Open Parallel Corpus) project
(Tiedemann, 2012), we chose two English-Korean
parallel corpora to capture diverse linguistic styles:
Global Voices (Tiedemann, 2012) and TED Talks
2020 (Reimers and Gurevych, 2020). Global
Voices consists of news articles crawled from its
website in 46 languages, while TED Talks 2020
features around 4,000 transcripts from TED and
TED-X events as of July 2020, covering 108 lan-
guages. From each, we randomly sampled 600
translation pairs, summing up to 1200. Out of these,
1000 pairs form our training set, with the remaining
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Global TED Talks
Voices 2020
Genre News Presentation
Transcript
Style Formal Conversational
Total Pairs 9,381 399,413
Sampled Pairs 600 600
Avg. Len. (src.) 17.74 15.99
Avg. Len. (ref.) 12.90 10.98
Avg. Len. (tgt.) 13.02 11.23

Table 3: Corpus summary statistics

200 equally divided as validation and test set. This
makes our dataset comparable in size to COMET,
which employed 1000 translation pairs for each
language pair (Rei et al., 2020).

Paraphrasing. Parallel corpora are often used
as gold standard in translation. When such corpora
only contain a single manual translation, however,
only capture a small part of the space of transla-
tions, and towards correctness. We believe that we
can enhance the robustness of our evaluation (and
evaluation models) by considering a larger sam-
ple of potential translations, including somewhat
flawed ones which exhibit a range of natural errors.

To do so, we automatically paraphrase our par-
allel corpus. We opt for proprietary online services
for both paraphrasing the English source sentences
and subsequently translating the paraphrased con-
tent into Korean, given their notable superiority
over open-source alternatives. We obtained para-
phrases from ChatGPT gpt-3.5-turbo’ using the
following prompt:

Please rewrite the given sentence in
English while maintaining the same
meaning, using different vocabulary
or sentence structures:

[English sentence]

The placeholder “[English sentence]” is replaced
with the actual sentence for paraphrasing, then
translated into Korean using Google Translate.

Table 3 shows statistics of the selected paral-
lel corpora and the generated sentences. Global
Voices is news-based and formal, while TED Talks
2020 contains conversational presentation tran-
scripts. Notably, the generated Korean sentences
are slightly longer than their corresponding refer-
ence sentences. The increase in sentence length
suggests that the paraphrasing step introduces
structural and stylistic variation, which could impact
the quality of translation.

"https://platform.openai.com/docs/mod
els

3.3. Annotation of Annotation Quality

For our annotation, we make the following adapta-
tions to the general MQM framework:

» Error Dimensions: We select three major error
dimensions of accuracy, fluency and style. We
leave out the major category of terminology
since our selected corpora comprise general
texts where terminology is not a major factor.
We also exclude the dimensions of audience
appropriateness and design and markup since
our corpora neither target a specific audience
nor include graphical presentations.

+ Sub-error Type Integration: Given the infre-
quency of formatting issues in our evaluation,
we chose to integrate them as a sub-error type
under the fluency dimension, deeming it un-
necessary to maintain them as a primary error
dimensions. Furthermore, since untranslated
text — initially a sub-error type under accuracy
— impedes both the original meaning and the
readability, we include it under both the accu-
racy and fluency dimensions.

Error Severity Classification: We distinguish
two severity levels: major errors and minor
errors. We omit the critical error category due
to its inherent subjectivity, as supported by
extant literature (Freitag et al., 2021a).

We calculate the scores for the three dimensions
accuracy S,, fluency Sy, and style S, as follows:

Sa=5XEqm+1xEq;, (1)
Sp=5xEfm+1xEp, ()
Ss=5x% Egm+1x Eg, 3)

where each score is the sum of the products of
their respective major errors (weighted by 5) and
minor errors (weighted by 1). Specifically, for each
dimension d (accuracy, fluency, style), the score
Sq is determined by the major Eq ,, and minor Eg ;
errors of that dimension. The total score, Sigtal, iS:

Stotal = Sa + Sf + 557 (4)

We created a set of guidelines for our EN-to-KO
translation evaluation based on the MQM guide-
lines?, given in Appendix D. The annotation was
carried out primarily by an evaluator proficient in
English at a level above CEFR C1 3 and native in
Korean with a background in computational linguis-
tics. The five most frequent error types annotated

2https://themgm.org/

3https://www.coe.int/en/web/commonfeur
opean-framework-reference-languages/tab
le-1-cefr-3.3-common-reference-levels—g
lobal-scale
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Accuracy Fluency Style
0.54 0.57 0.34

Table 4: Correlations (Kendall's ) between anno-
tators by dimension.

Accuracy Fluency Style BLEU

Accuracy 1 0.17***
Fluency  0.29*** 1 0.15***
Style 0.10*** 0.01 1 0.08***

Table 5: Correlations (Kendall's 7) among MQM
dimensions and between MQM dimensions and
BLEU score (stars indicate statistical significance).

are: mistranslation; unnaturalness; structure; un-
translated text; omission. Details on error types
and score distributions are given in Appendix B.
The annotation was timed at approximately 5
min/unit. While this may sound long, this is compa-
rable to a previous annotation study by (Mariana
et al., 2015) who report an annotation speed of
around 10 min/unit, albeit for longer sentences.

3.4. Validation of MQM Scores

We can now ask two questions: (a), are the MQM
scores that we have obtained reliable? (b), do they
provide us with additional information compared to
single-score metrics, as we claimed above?

To address point (a), we employ cross-validation
with two independent annotators, namely two un-
dergraduates who satisfied the same prerequisites
as our primary annotator. They independently an-
notated a subset (100 translation units) of our pri-
mary data using the guidelines we established. We
use Kendall’s Tau correlation as our evaluation met-
ric (see Section 4.4 for details).

Table 4 shows the correlation between our pri-
mary dataset scores and average scores from two
cross-validators. Fluency correlates highest at 0.57,
with accuracy at 0.54, and style at 0.34, suggesting
that evaluating translation style may be more sub-
jective. Yet, the cross-validation confirms a robust
level of agreement with our primary evaluation.

Regarding point (b), Table 5 shows that there are
some correlations among the three MQM dimen-
sions, but they are sufficiently mild to warrant the
conclusion that the scores indeed measure distinct
aspects of quality. While the correlations for style
are generally low, we find a correlation of about
0.3 between accuracy and fluency, which we take
to reflect a general cline between ‘bad’ and ‘good’
translations and which is presumably also related to
the presence of untranslated text, the 4-th most fre-
quent error category. This interpretation is further

MTE Model QE Model
1 1 1 t t
Source Reference Hypothesis Source Hypothesis
[Sar Sgr Ssl Stotal
t t
Feed-Forward (3-Dim) Feed-Forward (1-Dim)
1 N /, 1
Multi-score Single-score
Model Model

Figure 1: Top: Input configurations for MTE and
QE Models. Bottom: Output layer setups for multi-
score and single-score models

supported by the pattern of correlations between
MQM scores and (inverse) BLEU scores we obtain
from the SacreBLEU (Post, 2018) implementation,
shown in the right column: BLEU correlates to a
similar extent with accuracy and fluency, but the
correlation overall remains weak (0.15-0.20). We
take this to mean that the MQM scores offer a fine-
grained evaluation, capturing nuances potentially
missed by single-score metrics such as BLEU.

4. Modeling Multidimensional
Translation Quality

We carry out a series of experiments in predicting
the manual MQM translation quality judgments with
various language models: Our main experiment
(Experiment 1) assesses the performance of a set
of selected pre-trained models for multi-score pre-
diction. Experiment 2 assesses the impact of train-
ing data size on model performance. Experiment 3
compares multi-score and single-score prediction
of overall translation quality, and Experiment 4 com-
pares our models against the COMET model family.

4.1.

We compare six Transformer-based pre-trained
LMs with multilingual capabilities that cover English
and Korean.* We consider both encoder-only and
encoder-decoder models. In the latter case, we
only use the encoder part which, given its exten-
sive pre-training, can potentially function similarly
to an encoder-only model in creating inputs for MT
evaluation, a regression task (Kocmi et al., 2022).
Concretely, we use Multilingual BERT base cased
(Devlin et al., 2019), XLM-RoBERTa large (Con-
neau et al., 2020), and RemBERT (Chung et al.,
2021) (encoder-only) and Multilingual BART large-
50 (Liu et al., 2020), Multilingual T5 large (Xue

Base Model Selection

“We use the Huggingface t ransformers library.
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et al., 2021) and M2M100 1.2B (Fan et al., 2021)
(encoder-decoder). For details see Appendix A.

4.2. Input: With vs. Without Reference

The top part of Figure 1 shows the input configu-
rations for our two main setups, namely MTE (Ma-
chine Translation Evaluation) models that take the
source, reference, and hypothesis sentences; and
QE (Quality Estimation) models that only take the
source and hypothesis, but no reference. In either
case, the input is structured using special tokens
similar to BERT’s use of [CLS] and [SEP]. See
Table 10 (Appendix A) for details.

4.3. Output: Single- vs. Multi-Score
Prediction

The bottom part of Figure 1 shows that we further
distinguish between a multi-score setup (predict-
ing several scores) and single-score setup (pre-
dicting one score). For both model types, we ex-
tract embeddings of the initial token from the output
of base model taking advantage of the input en-
coding described in the previous paragraph. The
embedding of the initial token is passed to a sim-
ple feed-forward regression layer. For multi-score
models, we predict a vector of length three, rep-
resenting scores for accuracy, fluency, and style
of the translation. Single-score models output a
single scalar value representing the overall quality
of the translation.

4.4. Experimental Setup

Dataset. We use our created MQM-annotated
dataset for the English-Korean language pair, con-
sisting of 1,200 translation units (cf. Section 3). The
dataset is split into training (1,000 units), validation
(100 units), and test (100 units) sets, each with an
equal distribution between the Global Voices and
Ted Talks 2020 corpora. In Experiment 2, training
data was reduced to 200, 400, 600, and 800 units
respectively, maintaining the corpus distribution.

Training Regimen. All our models are regression
models, trained to minimize a mean squared error
objective. Optimization is carried out with stochas-
tic gradient descent, using the AdamW algorithm
(Loshchilov and Hutter, 2019). Our learning rate is
2e-6 for all models except mT5, which is adjusted
to 2e-5 to accelerate its relatively slower training
compared to the others. We train for 100 epochs
with a batch size of 8. To ensure robustness in
our evaluation, we train each model across three
separate runs and report averages.

Evaluation Metric. For evaluation, we use
Kendall’s Tau. It offers a more robust measure
of general rank correlation compared to Pearson,
which can be sensitive to outliers. Compared to
Spearman, it is more sensitive to changes between
ranks providing a clearer interpretation of pairs that
are in agreement (concordant) and those that are
not (discordant). This choice aligns with the WMT
Metrics Shared Task, which have adopted Kendall's
Tau for evaluating segment-level MQM scores since
2021 (Freitag et al., 2021b, 2022):

#concordant pairs — #discordant pairs
T =
#concordant pairs + #discordant pairs

()

A 7 value of 1 indicates perfect agreement, -1 com-
plete disagreement, and 0 signifies no correlation.

5. Results and Discussion

5.1.

Table 6 shows the results for our main experiment,
evaluating a range of language models in both an
MLE and a QE setting (cf. Section 4.4). Overall,
RemBERT stands out in both MTE and QE setups:
RemBERT (QE) achieves the highest performance
overall with an average score of 0.37 and leads in
two error dimensions: fluency and style. Following
closely, RemBERT (MTE) yields an average of 0.35
and shows the top performance in the accuracy di-
mension. XLM-R (QE) is another strong performer,
with an average score of 0.33. In contrast, mBART
(MTE), XLM-R (MTE) and mBERT (QE) record the
lowest average score with 0.24.

Experiment 1: Model Comparison

Results by Dimension. Three of the five best
models for accuracy use the MTE setup. This is
to be expected, given that accuracy concerns the
relationship between input and the output of the
MT process. Rather, it is surprising that the best
reference-free model in the QE setting, M2M100
with a score of 0.36, is not far removed from the
best score of any model (0.40). In contrast, we see
the best results for both fluency and style in the
reference-free QE setting. For fluency, this might
be expected since this is primarily a target language
property. It is again surprising for style, though, in
particular given that style shows the largest margin
for QE among the three dimensions. This indicates
that the model may currently learn how well the
MT output matches the “typical” style of our corpus,
rather than an actual match between the styles of
input and output.

Encoder-only Models vs. Encoder Component
Models. While the top spots are dominated by
encoder-only models, they are followed by four
models based on the encoder components of
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MTE (with reference)

QE (reference-free)

Model Accuracy Fluency Style Overall Accuracy Fluency Style Overall

mBERT 0.36 0.34 012 0.27 0.31 0.24 0.18 0.24

Enc. only XLM-R 0.32 0.32 0.09 0.24 0.35 0.37 0.27 0.33
RemBERT 0.40 0.38 0.26 0.35 0.35 043 0.33 0.37

Enc. of mBART 0.25 0.32 0.14 0.24 0.24 0.41 0.18 0.27
Enc.-Dec. mT5 0.36 0.40 0.14 0.30 0.35 0.33 0.14 0.27
M2M100 0.34 0.39 0.11  0.28 0.36 0.36 0.18 0.29

Table 6: Experiment 1: Kendall’s Tau between model predictions and human scores across models and
evaluation settings. Best result per dimension bolded.

Accuracy

Fluency

—8— RemBERT-MTE

1 —e— mTs-MTE
—e— XLM-R-QE
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Figure 2: Experiment 2: Kendall’s Tau for different amounts of training data (Accuracy, Fluency, Style,

and Overall scores).

encoder-decoder models: mT5 (MTE), M2M100
(both MTE and QE) and mBART (QE) record aver-
age scores of 0.30, 0.29, 0.28, and 0.28, respec-
tively, outperforming three more encoder-only mod-
els. This is particularly true for the accuracy di-
mension, where M2M100 (QE) and mT5 (MTE) are
close to the best model, RemBERT (MTE), and for
the fluency dimension, where mBART (QE) and
mT5 (MTE) are close to RemBERT (QE). In con-
trast, the encoder component-based models gener-
ally rank lower in the style dimension. A potential ex-
planation derives from their distinct training method-
ologies. Encoder-only models, designed to predict
masked tokens, excel at capturing nuances of word
meaning, while the encoders of encoder-decoder
models, optimized to create a representation of the
essence of the source text, might overlook some
nuances of style (Lin et al., 2021).

Error Analysis. We focus on the two top-
performing models, RemBERT (MTE) and Rem-
BERT (QE). We observe in general that predicted
scores align closely with human assessments when
a single type of error is present and sentences are
short. In mistransiation, the most commonly iden-
tified error, the content domain of the text and the
depth of contextual understanding required play sig-
nificant roles in prediction accuracy. Models strug-
gle terms specific to certain domains such as color
revolution or blogosphere. Regarding omission er-
rors, sentences that leave out frequent terms like
if and the seem to align more closely with human
assessments, while deictic expressions such as
below are not only challenging to translate but also
to evaluate. We also found that quality was often
overestimated as a result of minor errors especially
when untranslated text was involved — our mod-
els are evidently not always able to detect subtle
discrepancies. See Appendix B and C for details.
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Model Accuracy Fluency Style Overall

MTE RemBERT 0.40 0.38 0.26 0.35
COMET-22 0.30 0.10 0.02 0.28

QE RemBERT 0.35 0.43 0.33 0.37
CometKiwi 0.40 0.09 0.17 0.37

Table 7: Experiment 4: Kendall’s Tau correlations of different models (COMET and CometWiki, our best
RemBERT-based multi-score model) against different translation quality dimensions on the test set.

Model Single Multi A Score
RemBERT (MTE) 0.39  0.42 +0.03
mT5 (MTE) 0.38 0.37 -0.01
XLM-R (QE) 0.35 0.38 +0.03
RemBERT (QE) 039 041 +0.02

Table 8: Experiment 3: Correlations (Kendall’s 7)
for multi-score and single-score models of overall
translation quality

5.2. Experiment 2: Impact of Training
Data Size on Model Performance

Experiment 2 varies the amounts of training data
between 200 and 1000 training data points. Figure
2 shows the performance of the four best models,
per dimension and averaged. The rightmost results
(for 1000 training datapoints) correspond to the
values in Table 6. We see that even though the
models obtain reasonable level of performance for
1000 training datapoints, there still appears to be a
fairly linear improvement with increasing data size,
especially in the accuracy and fluency dimensions,
indicating that further improvements are possible
with more training data. Overall, the four models
behave comparatively similar to one another.

5.3. Experiment 3: Predicting Overall
Translation Quality

Experiment 3 focuses on the prediction of overall
translation quality. It compares the results obtained
when predicting overall translation quality directly
(“single-score”) vs. predicting the three individual
quality dimensions (“multi-task”) first and then ac-
cumulating them to obtain the overall quality. Table
8 shows the results, again for the four best models.
For three of our four models, the multi-task setting
improves over the single-task setting, and the pos-
itive effect in the three cases is more substantial
than the single negative case. These findings high-
light the benefits of multi-score models in that they
not only offer fine-grained performance insights but
also have the potential of outperforming simpler
models — even if one is ultimately only interested
in a single overall quality assessment.

5.4. Experiment 4: Comparison against
COMET

While our models, trained as multi-output regres-
sors, diverge from the conventional approach of
directly predicting overall quality scores, we con-
ducted a comparative analysis, contrasting our
standout RemBERT models with COMET-22 and
CometKiwi, which are recognized as state-of-the-
art evaluators within the MTE and QE frameworks,
respectively. To ensure a fair comparison, we de-
rive overall quality predictions from COMET-22 and
CometKiwi and evaluate them as before, using Tau
correlation, against both overall quality scores and
the MQM-derived specific quality dimensions. The
results are detailed in Table 7, alongside the find-
ings from our RemBERT models from above.

A notable observation from our analysis is that
COMET’s scores, particularly COMET-22, are
skewed towards accuracy. This contrasts with our
multi-output regressor models, which demonstrate
a more balanced correlation for accuracy and flu-
ency, with style slightly behind. This disparity high-
lights that our approach to MT evaluation as multi-
task learning can provide a reliable evaluation by
integrating diverse aspects without losing focus on
individual dimensions.

Both COMET-22 and CometKiwi show a notably
lower correlation for fluency, approximately around
0.10, in contrast to our models. While COMET-22’s
correlation for style diminishes further from its flu-
ency score, CometKiwi demonstrates an enhanced
correlation with human-evaluated scores for style.
This suggests CometKiwi might better capture the
nuances of style, aligning with our findings in Exper-
iment 1, where QE models generally outperformed
MTE models in evaluating style. Such an obser-
vation leads us to speculate about the underlying
mechanisms of QE models’ performance suggest-
ing that QE models may act similarly to language
models in distinguishing between styles.

Finally, CometKiwi matches the performance of
RemBERT (QE) when predicting overall transla-
tion quality. This observation is noteworthy since
CometKiwi operates in a zero-shot setting for Ko-
rean, without specific training on Korean MT data.
Both CometKiwi and RemBERT have undergone
Korean pre-training. While CometKiwi was exten-

11730



sively fine-tuned on a vast MT multlingual evalua-
tion dataset (657k sentence pairs), our RemBERT-
based multi-score prediction model was fine-tuned
on 1k Korean sentences. This demonstrates an
interesting trade-off between focused language-
specific and broad language-agnostic tuning.

6. Discussion and Conclusions

This paper tackles a bottleneck for using the Multidi-
mensional Quality Metric (MQM) framework for au-
tomatic fine-grained MT, namely the scarcity of suit-
ably annotated resources. We introduce a bench-
mark dataset for English—Korean, demonstrating
the feasibility of an annotation setup for three ma-
jor error categories (accuracy, fluency, style) and
show its utility to train automatic models for MQM-
based three-dimensional MT evaluation models,
reframing MT evaluation as multi-task learning.
Empirically, we find that RemBERT consistently
emerges as the standout among other SOTA
models in both MTE (reference-based) and QE
(reference-free) setups.Our finding that reference-
free models outperform their counterparts in the
style dimension, while reference-based models ex-
cel in the accuracy dimension is in line with earlier
findings that the evaluation of style is more influ-
enced by fidelity to the original source than to the
reference. In contrast, reference translations still
hold importance in determining factual correctness
and completeness (Fomicheva et al., 2020; Sun
et al., 2020). Furthermore, we demonstrate that
the multi-dimensional evaluation approach not only
enhances the interpretability of MT evaluation sys-
tems at the level of fine-grained dimensions but
also rivals or even surpasses single-score models
in terms of overall quality score. Our approach is
also competitive with the MT evaluation metrics of
the Comet family, arguably striking a better balance
between different dimensions of translation quality.
Multi-dimensional evaluation is a strong desider-
atum for MT practitioners to navigate trade-offs in
translation (Alves and Jakobsen, 2020; Lim et al.,
2024). For instance, scientific reports prioritize
adequacy, whereas literary works like novels or po-
ems require more fluent and idiomatic expressions,
sometimes at the expense of literal adequacy. By
giving users access to evaluation at these differ-
ent dimensions, our approach yields enhanced ex-
plainability of translation quality assessments and
potentially contributes to better user acceptance.

Limitations

A major limitation of our study is that we only
consider a single language pair, namely English-
Korean. At the same time, this language pair is

known to be challenging due to the typological dif-
ferences between the two languages (Hong et al.,
2005; Choi et al., 2018). Therefore, we take the
good results we obtain regarding annotation relia-
bility and regarding automatic prediction quality to
be promising, also with respect to generalizing our
approach to other language pairs.

While the weighting of individual dimensions in
determining an overall quality score may vary based
on the specific translation objectives, we adopted
a straightforward method employing averages for
general-purpose evaluation, primarily to establish
a simple evaluation schema comparable to other
MT evaluation setups (Rei et al., 2022a,b). Our
method however straightforwardly supports adjust-
ing the weights to reflect the relative significance
of different translation quality aspects for specific
contexts of translation.

Another direction that we did not explore is the
use of cross-lingual transfer learning methods to
address the need for manual annotation. Future
work can build on studies leveraging existing MT
evaluation datasets from other languages (Freitag
et al., 2021a) to address this challenge, extending
them from the overall quality case to the multidi-
mensional MQM case.

Ethics Statement

In this study, we introduce a benchmark dataset
for English-Korean translation evaluation. We have
ensured that all data utilized is publicly available
and does not contain any personal or identifiable
information. We involved several annotators in our
primary annotation and cross-validation process.
All were informed about the purpose of the research
and the methods employed. The dataset and the
model implementation are publicly available.

We believe that our fine-grained automatic MT
evaluation holds the potential to enhance trust in
neural MT systems by presenting results in a more
interpretable manner. As research, including our
own, continues to improve the interpretability of
these neural systems, we believe that such de-
tailed evaluations can better position them to han-
dle translations that are sensitive to cultural and
societal contexts.
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A. Model Details

Model Params Blocks Heads Emb Size FFN Dim Max Len
mBERT 178M 12 12 768 3072 512
XLM-R 660M 24 16 1024 4096 514
RemBERT 576M 32 18 1152 4608 512
mBART (Enc) 408M 12 16 1024 4096 1024
mT5 (Enc) 564M 24 16 1024 2816 1024
M2M100 (Enc) 635M 24 16 1024 8192 1024

Table 9: Architectural specifics of the selected models in terms of model size, depth, and inherent
complexity.

Setup Model Type Token Format
Encoder Models  [CLS] source [SEP] reference [SEP] hypothesis [SEP ]
mBART en_XX source ko_KR reference ko_KR hypothesis </ s>
MTE . .
mT5 <init> source <sep> reference <sep> hypothesis </s>
M2M100 __en__ source __ko___ reference __kxo___ hypothesis </s>
Encoder Models  [CLS] source [SEP] hypothesis [SEP]
QE mBART en_XX source ko_XR hypothesis </s>
mT5 <init> source <sep> hypothesis </s>
M2M100 __en___ source __ko___ hypothesis </s>

Table 10: Token Formats for Different Models Across Tasks.
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B. Score and Error Distribution of the MQM

Dataset
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C. Error Cases along with the Scores Predicted by our MTE/QE Models

Source Text (EN) Target Text (KO)

Annotation

Golden
Score

RemBERT RemBERT
(MTE) (QE)

His report matches 17} A A g K 11 A
this photograph + Kareem Fahimo]

shared by Kareem
Fahim on Twitter,
which shows Morsi
supporters, carrying
sticks and shields,
and wearing hel-
mets.

Twitterol] A & - 3t

AR QR g o,

Accuracy: Kareem
Fahimo] Twitter
(untranslated text/major)
Fluency: Kareem
Fahimo] Twitter
(untranslated text/major)
Style: -

30 34.16 30.04

And when | got my-
self together and |
looked at her, | real-
ized, this isn’t about
me.

i >,
ofy 12t M0
=2
[0 &

> I

i o, X

[
d

]
-
v

N
- = —
S
iV
o)
in}

> rr
1o v

>~

Accuracy: #zH3t
(mistranslation/minor),
Fgol v FHo=
Eolrle
(mistranslation/major)
Fluency: -

Style: -

21 21.14 18.83

Table 11: Cases of overall score predictions; it demonstrates that predicted scores align closely with
golden scores when only a single type of error is present.

Source Text (EN) Target Text (KO) Annotation Golden RemBERT RemBERT
Score (MTE) (QE)

It's a coming of age A= F 9] B ok ¢ Accuracy: Hof= 20 21.77 22.03
for bringing data into ©] ¥ %32 5324 (mistranslation/major),
the  humanitarian <=7tS A @33 54 <&
world. S yth (mistranslation/major)

Fluency: -

Style: Q1= 9] Hof=

. ek stk

(structure/major)
We have babies. 22 7}= oAl E= Al Accuracy: 7tE oAl = 10 10.90 8.49

Aob7k e,

(addition/major)
Fluency: -

Style: #-2] 7}l A=
A7 0k7} U Tk

(structure/major)

Table 12: Cases of overall score predictions; it showcases that predictions match closely with golden
scores, especially in cases where sentences are notably short.
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Source Text (EN) Target Text (KO) Annotation Golden RemBERT RemBERT
Score (MTE) (QE)

The occupy protests & A Al $]+= A Z-of Accuracy: A Z-o] 12 7.77 6.08
are not a color revo- ]Hhﬂ Hye A 7ust
lution. SFA] k<5 Tk (mistranslation/minor),

T3 5t

(mistranslation/major)

Fluency: A Z-of 7] ¥+3k

Ao 25

¥t

(unnaturalness/minor)

Style: -
Does Guinea even 7|49 523 B & Accuracy: 523+ 21 12.48 13.69
have a blogosphere 7 AR/ Y E 7} 95 (addtion/major), &2 7
to speak of? Uy 7k? (mistranslation/minor),

to speak of
(omission/major)
Fluency: -
Style: -

Table 13: Cases of accuracy score predictions; models often face challenges in accurately predicting
scores when encountering domain-specific terminology like ‘color revolution’ or ‘blogosphere’.

Source Text (EN) Target Text (KO) Annotation Golden RemBERT RemBERT
Score (MTE) (QE)

His report matches 7} A A| 3 B 114 Accuracy: Kareem 15,15 16.68, 13.1,

this photograph + Kareem Fahimo] Fahimo] Twitter 14.15 14.58

shared by Kareem TW|tter<>ﬂ Al & 3+ (untranslated text/major)

Fahim on Twitter, A} 313} & %] 6‘“4 t}. Fluency: Kareem

which shows Morsi ©] v X = & 9l-& 2»» Fahimo| Twitter

supporters, carrying 17 =3 @} Zhof) 7] € (untranslated text/major)

sticks and shields, E1 & F 2 A] A Style: -

and wearing hel- A A& & BEASY

mets. t}.

The authorities have & 3} W = 7+ % Accuracy: (Mohammed 2,2 12.2, 12.01,

declared a state of X](Mohammed Ghannouchi) 8.76 10.27

emergency  while
the Prime Minister
Mohammed Ghan- A
nouchi announced
on state television
that he was taking
over as interim Presi-
dent.

Ghannouchi) & &]7
=G TVelA 27}
HEy 4ge

(untranslated text/minor)
Fluency: (Mohammed
Ghannouchi)
(untranslated text/minor)
Style: ¥] ZFALEj 7}

B S o3

2 9l o

(structure/major)

Table 14: Cases of accuracy and fluency score predictions; minor errors tend to be overly penalized,
especially in untranslated texts (bottom), contrastive to how major errors (top) are assessed.
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Source Text (EN) Target Text (KO) Annotation Golden RemBERT RemBERT
Score (MTE) (QE)
According to the A 2% o] W= & Accuracy: the 5 6.03 2.94
source, such a = EE2 W& HAE (omission/major)
reading of the law 7}&2 o]2 st HE Fluency: -
was supported by 3 E A XSk Ao Style: = HEL] HE
mainland Chinese & <& x5 Ut} AE7tEL ot HE
legal experts. AL A A3 AR
g HF U
(structure/major)
If you think about o]\ H 29 22 Accuracy: If 20 20.53 26.94
what being a great & 11834 Al 2. 7 (omission/major),
parent is, what do &}9] o] F2<Ql 7]& FololA AT
you want? What & F3YY7? So} A3}
makes a great par- oA ]S FA (mistranslation/major)
ent? 3t A2 FA Y Fluency: L& 34 A L.
7}? (unnaturalness/minor),
s olol| A fth 32
TAStE A
(unnaturalness/minor)
Style: # o\ F- 2.9
AAE MBI 9.
(structure/major),
SFolol A St
TASE A
FALU7?
(structure/major)
Below is a brief ex- A 3t & & 7] o] A} Accuracy: Below 10 22.94 18.56

planation of the land-
marks with photos
taken by Au Kalun, a
former journalist and
a famous blogger.

A A 2EQ Au

Kalun&

FE3u

;:-l,

R E LR
A3 A 3 A
7 A5e AFNE

k.

(omission/major),
FE AT
(addition/major)
Fluency: Au Kalun
(untranslated text
/major)

Style: Al AR &
Al A5

(structure/major)

Table 15: Cases of accuracy score predictions; predictions tend to match closely with the golden scores
when frequent words such as ‘the’ or ‘if’ (top) are excluded, unlike the case with ‘below’, a deictic term

(bottom).
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D. MQM Annotation Guidelines for English-Korean Translation

D.1. Introduction

These guidelines have been created to streamline the evaluation process of English-to-Korean translation
quality, aligning with the Multidimensional Quality Metrics (MQM) framework. The MQM framework
provides a robust structure enabling evaluators to judge the quality of translation under uniform and
clear-cut criteria, thereby converting the abstract concept of translation quality into measurable values.

Evaluation of translation quality is intrinsically prone to subjectivity, with individual evaluators often
holding different standards for what constitutes a good or poor translation. This variability can lead to
significant discrepancies in the assessment results across different evaluators. The MQM framework,
therefore, is utilized to provide explicit error classification criteria to mitigate such inconsistencies. It
facilitates the conversion of these classifications into scores based on a uniform set of standards, leading
to a more objective and comparable translation quality assessment.

D.2. Overview of the MQM Evaluation Process

The evaluation of translation quality consists of two distinct phases: “error annotation” and “score conver-
sion”. In this task, your primary focus will be on “error annotation”. The “Score Conversion” phase, while
not part of this task, is explained here for a more comprehensive understanding.

During the “error annotation” task, your job is to evaluate the quality of translation at the level of individual
translation units, following the MQM framework. Each unit consists of original English text and its Korean
translation. Your role is to critically compare and analyze both the original and translated texts in each unit,
identifying and annotating any evident errors. Words that are deemed erroneous should be annotated
according to their sub-error type and severity level under the respective error dimensions. This process is
based on three main error dimensions: accuracy, fluency, and style. Please note that the error dimension
of terminology, outlined in the official MQM, is not included in this task due to the non-domain-specific
nature of the corpora used for our evaluation (news and presentations). More details on the annotation
will be provided in section 4, “Annotation Process”.

The subsequent “score conversion” phase involves turning the annotated errors into quantifiable scores
that reflect the translation quality. Major errors are assigned a weight of 5 points, while minor errors are
given 1 point. The total scores for all errors within each error dimension are then added up to create the
MQM dimension score. The MQM total score is obtained by aggregating these MQM dimension scores
by these three error dimensions.

To maintain the integrity of this process, it is crucial that you adhere strictly to the definitions and
instructions provided in the following sections during the annotation task. The definitions are refined
based on the official MQM specifications °.

D.3. Error Dimensions

D.3.1. Accuracy

This dimension evaluates whether the original meaning is well conveyed in the translated text. Words that
change the original meaning are considered accuracy errors. The sub-error types under accuracy include:

+ Addition: Inserting words that are not present in the original text.

» Omission: Leaving out words from the original text.

Shift in meaning: Placing words in a different part of the text than originally intended, resulting in a
change in meaning.

Mistranslation: Translating words from the original text into words with different meaning.

Untranslated text: Leaving words from the original text untranslated.

The severity of errors within the accuracy dimension is classified as major or minor. Major errors
significantly distort the overall meaning of the text, whereas minor errors do not considerably impede
comprehension. For example, if the English word “cell phone” is translated as “A 2} 7] 7]"(electric device)
and the main idea of the original message can still be conveyed, it belongs to minor errors. However, if

Shttps://themgm.org/
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it is translated as “AF 232" (office supplies) and the original message is significantly impacted, then it
should be categorized as a major error.

For the error type “untranslated text”, any untranslated English words in the translation are considered
major errors. However, untranslated words in parentheses alongside their Korean translation, such as “sj
o]~ B"(Facebook), are deemed minor errors. Hashtags, such as #MeToo, are viewed as loanwords and
should be left untranslated. Therefore, translated hashtags are considered mistranslation errors.

After analyzing the original and translated text, errors are generally defined within the translated text.
However, for omission errors, errors should be identified in the original text since they cannot be located
in the translation.

D.3.2. Fluency

This dimension evaluates whether the translated text reads smoothly and naturally. Any words that disrupt
the readability of the translated text are considered as fluency errors. Unlike other error dimensions,
fluency is evaluated solely based on the translated text, not the original text. The sub-error types under
fluency include:

« Grammar: Violating the grammar rules of the target language.
« Spelling: Words that are misspelled.

» Punctuation: Using punctuation incorrectly (e.g., commas, periods, question marks, exclamation
marks, quotation marks, etc.).

» Encoding: Misrepresentations due to incorrect encoding processes (e.g., “&quot;” appearing where a
quotation mark ” should be).

» Formatting: Violating conventional formats required in a particular region.
» Unnaturalness: Words that are awkward or unnatural.
» Untranslated text: Leaving words from the original text untranslated.

The severity of errors within the fluency dimension is also categorized as major and minor. Major errors
significantly hinder the readability of the text, while minor errors, though not obstructive to understanding,
can reduce the text’s overall quality.

Taking into account that 'unnaturalness’ errors have generally a minor impact on translation quality
compared to other sub-error types such as grammar or encoding, they are typically classified as minor
errors.

Untranslated text is considered an error in both fluency and accuracy since these errors not only impact
the meaning of the text but also disrupt its readability. These errors are identified using the same criteria
as explained in accuracy: untranslated words in parentheses alongside their Korean translation are
considered minor errors, while words left entirely untranslated are considered major errors.

In the official MQM specification, formatting is classified under a separate error dimension, ’local
convention’. However, given the rarity of such errors in this evaluation, formatting errors have been
incorporated as a sub-error type under the fluency dimension. Formatting errors include incorrect
representation of time, date, and currency formats. For instance, while the date format in the United
States is MM-DD-YYYY, it is YYYY-MM-DD in Korea. Translations should mirror these local conventions.

Please note that fluency errors do not consider the meaning of the original text but do take into account
the semantic relationship within the translated text. Hence, if a text’s flow feels unnatural due to incorrect
semantic connections between words, this is deemed an 'unnaturalness’ error.

D.3.3. Style

This dimension evaluates whether the original writing style is adequately preserved in the translated text.
Any words or phrases that deviate from the style of the original text are considered style errors. The
sub-error types under style include:

» Formality: Having differences in formality between the original and the translated text, or inconsistent
formality within the translated text.

» Structure: Having structural changes that affect the nuances of the original text (e.g., order of writing,
passive/active voice, or word/sentence conversion).
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The severity of errors within the style dimension is categorized as major or minor, depending on the
degree of influence the error has on the overall tone of the text. Major errors are those that have a clear
impact on the overall tone of the text. For example, shifting from a formal to an informal tone in the
translated text, or modifying the text structure in a way that changes the original nuances. Minor errors, on
the other hand, are those that have a minimal impact on the overall tone of the text. These may include
slight modifications in sentence structure or minor fluctuations in formality.

Style errors can span across the entire text and are often not limited to specific words. Therefore, while
other error types are calculated based on word count, style errors are calculated per text unit. In this
context, a text unit refers to a sequence of words that is found to be erroneous. For instance, if a sequence
like “o] ™ d kS u| 2 x| B34 Y5} (translated as “it was uncertain what influence it would have”)
is deemed to cause a style shift, this text unit is counted as a single error, not four. This distinguishes
style errors from other error dimensions, as they focus on the overall style of the text, which can affect an
entire sentence or multiple phrases.

D.4. Error Annotation Process

This section describes the annotation process. During this task, it's important to stay strictly within the
context of the given text pairs. Words or phrases that exceed the provided context should be annotated
as errors. The annotation will be performed according to the three error dimensions, accuracy, fluency,
and style which are explained in section 3.

Error annotation is to be carried out sequentially, one dimension at a time. If no errors are found within
the dimension under examination, type a hyphen “-”. This practice differentiates between error dimensions
that are yet to be annotated and those without errors.

It's important to remember that a single word can potentially fall into multiple error dimensions simultane-
ously. For example, a word could be annotated as an error for both accuracy and fluency. However, it's not
possible for the same word to be categorized under different sub-error types within the same dimension,
such as grammar and unnaturalness in the fluency dimension. In cases where this might occur, the
more severe error is chosen for annotation. The layout for each translation unit to be evaluated is as follows:

[n-th translation unit]
Original English Text
Translated Korean Text

Accuracy:
Fluency:
Style:

Your task is to identify errors within the original text and its translation and annotate them under their
respective accuracy, fluency, and style dimensions. Each error should be annotated in the following
format: ‘Error_Word_or_Phrase(Sub_Error_ Type/Severity_Level). Here’s an example:

[n-th translation unit]
And demonstrations also occurred in Ni'lin.
Ni'line m 2k A9 7} Qo b AL 2435

Accuracy: Ni'lin(untranslated text/major), And(omission/minor), £ 7 3] <54 t}.(mistranslation/major)
Fluency: Nilin(untranslated text/major), &= gk(unnaturalness/minor)
Style: Ni'lin-& =3l A1 ¢ 7} dojy+= AL &4 395 Y th.(structure/major)

The Korean translation “Ni'lin& 3t A] 9 7} o= AL E A3t} translates to “Ni'lin also
witnessed the occurrence of demonstrations”. Firstly, in terms of accuracy, “Ni’lin” remains untranslated
in the translation, significantly impacting the translation quality. Hence, it's annotated as a major error
under “untranslated text”. The word “And”, which should have been translated to “22] 12 in Korean, is
missing from the translated text, but this omission is considered to have a minor impact on the overall
meaning of the translation. Therefore, it's annotated as a minor error under “omission”. “= 7 35t}
”(witnessed) is an incorrect translation that distorts the original meaning. If it were translated as “7 & 3}
%t} (experienced), it could have preserved the original text's meaning. For that reason, it's annotated
as a major error under “mistranslation”.
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Next, in terms of fluency, the untranslated word “Ni’lin” significantly affects the text’s readability, so it’s
annotated as a major error under the “untranslated text”. While “&=3}" is the correct Korean word for its
counterpart “also”, the Korean translation doesn’t sound natural with it, so it's annotated as a minor error
under the “unnaturalness”.

Lastly, the sentence structure has changed from active to passive voice, and this shift noticeably impacts
the overall tone of the translation. Therefore, the text unit “Ni’lin- =3t A| 9] 71 dojy= AS 2435
U t}.” where this structural change occurs is annotated under the style dimension as a major error.

After your annotation work is done, the MQM scores can be calculated in the next score conversion
phase. The annotation example above would yield MQM dimension scores of 11, 6, and 5 for accuracy,
fluency, and style, respectively, resulting in an MQM total score of 22.

D.5. Final Remarks

Whenever you face uncertainty, don’t hesitate to revisit these guidelines. Your deep understanding
and correct implementation of the MQM framework directly influence the quality and consistency of the
evaluations. Remember, your meticulous work is crucial in maintaining high standards of translation quality
evaluation. Thank you for taking the time to read these guidelines and good luck with your annotation
work!
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