
MUCH: A Multimodal Corpus Construction for Conversational
Humor Recognition Based on Chinese Sitcom

Hongyu Guo1, Wenbo Shang2, Xueyao Zhang1,
Shubo Zhang1, Xu Han3,#, Binyang Li1,∗

1University of International Relations, 2Hong Kong Baptist University, 3Capital Normal University
1, 3Beijing, China, 2Hong Kong, China

{chloe_guo, Zhang_X_Y, shubozhang, byli}@uir.edu.cn,
cswbshang@comp.hkbu.edu.hk, hanxu@cnu.edu.cn

Abstract
Conversational humor is the key to capturing dialogue semantics and dialogue comprehension, which is usually
generated in multiple modalities, such as linguistic rhetoric (textual modality), exaggerated facial expressions or
movements (visual modality), and quirky intonation (acoustic modality). However, existing multimodal corpora
for conversation humor are coarse-grained, and the modality is insufficient to support the conversational humor
recognition task. This paper designed an annotation scheme for multimodal humor datasets, and constructed a
corpus based on a Chinese sitcom for conversational humor recognition, named MUCH. The MUCH corpus consists
of 34,804 utterances in total, and 7,079 of them are humorous. We employed both unimodal and multimodal methods
to test our MUCH corpus. Experimental results showed that the multimodal approach could achieve 75.94% in terms
of F1-score and surpassed the performance of most unimodal methods, which demonstrated that the MUCH corpus
was effective for multimodal humor recognition tasks.
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1. Introduction

Humor, as the nature of experiences to induce
laughter and provide amusement (Warren et al.,
2018), plays an important role in machine trans-
lation (Hutchins, 1995), reading comprehension
(Mckee, 2012), and sentiment analysis (Taboada,
2016), etc.. There are two main forms of humor-
ous expression (Attardo et al., 2013): one-liners
and conversational humor. One-liners are concise,
non-narrative sentences in a joke, while conversa-
tional humor are linguistic narrative sentences that
express humor in dialogues. Different from one-
liners, conversational humor is generated based
on the context of the dialogue and expressed more
flexibly in conversations. Therefore, conversational
humor recognition is significant for capturing the
humorous semantics and dialogue comprehension.

In the real world, a conversation between individ-
uals is usually adopted in a face-to-face way. There-
fore, in addition to text, other modalities will be used
to generate humor, such as funny facial expres-
sions and quirky intonations. In Figure 1, actors
frequently employ humorous language and quirky
tones, together with exaggerated expressions and
actions to evoke humor. Similar situations widely
occur in the real world. Therefore, more information
in different modalities should be taken into consid-
eration to recognize conversational humor.

However, most of the existing research mainly
used textual modality to recognize conversational

#Co-corresponding author
* Corresponding author

Figure 1: Quirky tones and exaggerated expres-
sions are the key to provoke laughter.

humor (Taylor, 2004; Yang et al., 2015), which was
difficult to identify conversational humor from uni-
modality. In conversations, to enhance humorous
expressions, people may combine the acoustic
rhythm (quirky intonation, etc.) or the visual fea-
tures (comical expressions or movements, etc.) in-
teracting with the textual contents. Some research
has attempted to employ the visual modality as
a supplement to the textual modality (Purandare
and Litman, 2006). More recent studies have built
several datasets that accounted for other modal
information rather than textual information alone.
For instance, Bertero and Fung (2016a) built a hu-
mor dataset that employed canned laughter as an
indicator to denote the humor scenes; Boccignone
et al. (2017) proposed a multimodal dataset to de-
tect humor from images. However, these datasets
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did not cover all modalities. As a result, they are
coarse-grained in capturing the differentiation of
multimodalities and perform suboptimal in conver-
sational humor recognition.

To this end, this paper aims to construct a multi-
modality corpus for conversational humor recogni-
tion, named MUCH 1, which was constructed based
on a Chinese sitcom, iPartment. In order to bet-
ter represent conversational humor, MUCH covers
three modalities, including text, vision, and acous-
tics.

The main contributions of this paper are listed
below:

• An annotation scheme for conversational hu-
mor recognition datasets is designed, involving
three modalities (text, vision, and acoustics).
Among them, the visual modality includes ex-
aggerated facial expressions and movements,
the acoustic modality involves abnormal in-
tonation and homophones that can indicate
humor. According to the scheme, a multi-
modal conversational humor corpus (MUCH)
was constructed by manually annotating based
on the Chinese sitcom iPartment.

• The MUCH corpus consists of 34,804 utter-
ances in total, and 7,079 of them are humor-
ous. Among the humorous utterances, 5,163
utterances evoke humor by unimodal expres-
sions (i.e., textual (T), visual (V), and acous-
tic (A) modalities), and 1,916 required two or
more modalities (i.e., T+V, T+A, V+A, T+V+A)
to generate humor.

• To assess the MUCH corpus, we conducted
several experiments to compare some clas-
sical methods, including both unimodal and
multimodal. The experimental results showed
that the multimodal method outperformed uni-
modal methods. As to unimodal methods,
the textual method RoBERTa performed best,
achieving the accuracy of 69.17% and the F1-
score of 67.73%. As to the multimodal method,
CLIP performed best, reaching the accuracy
of 82.96% and the F1-score of 75.94%. This
proved the suitability of the corpus for multi-
modal conversational humor recognition.

2. Related Work

Humor, an essential element in interpersonal com-
munication, serves as a vital medium for expressing
emotions in humans (Meyer, 2010), can be classi-
fied into two categories according to whether it is
narrative, i.e., one-liners and conversational humor
(Attardo et al., 2013).

1The full MUCH corpus is publicly available for use at
MUCH_Corpus.

Non-narrative one-liners are characterized by
simple syntax and creative semantic structures. Mi-
halcea and Strapparava (2005) conducted humor
analysis on one-liners, and Yang et al. (2015) uti-
lized hand-crafted and non-neural models to recog-
nize the underlying semantic structures of humor
in one-liners.

Similar to one-liners recognition, research on
conversational humor firstly focused on the textual
modality for recognition. Zhang and Liu (2014)
collected humor dataset from Twitter, and Chen and
Lee (2017) collected and annotated TED speech
transcripts.

In recent work, multimodal datasets were con-
structed to better understand semantics and em-
ployed to recognize conversational humor. Chan-
drasekaran et al. (2016) analyzed humorous ex-
pressions in abstract scenes, and Boccignone et al.
(2017) proposed a multimodal dataset for detecting
humor in images.

More recently, to better capture the humorous
expressions in real conversations, some research
on multimodal conversational humor datasets has
been built based on sitcoms, including Friends (Po-
ria et al., 2018), The Big Bang Theory (Patro et al.,
2021), Seinfeld (Bertero and Fung, 2016b) etc..
However, most of the above datasets used acous-
tic modality, i.e., canned laughter, as an indicator
for annotation, and other modalities were not fully
exploited.

Therefore, in order to better recognize conversa-
tional humor, this paper constructed a multimodal
humor corpus annotation scheme and manually
annotated a fine-grained conversational humor cor-
pus (MUCH) based on a Chinese sitcom.

3. Corpus Construction

According to the analysis of the multimodal conver-
sational humor recognition task, the corpus for the
task should satisfy the following requests (Hasan
et al., 2019): 1) More than one speaker should be
involved to form a conversation; 2) Different topics
or scenes should be involved that can showcase
various humor styles.

For this purpose, we choose the classic Chinese
sitcom iPartment as the basic dataset, which has
7 main characters, and each episode revolving
around different plot topics being densely packed
with laughter.

Based on the above sitcom dataset, we firstly
divide each episode of iPartment into several dia-
logues, while each dialogue contains a series of se-
quential utterances. For each individual utterance,
it will be annotated as humorous or non-humorous.
More specifically, each humorous utterance is fur-
ther annotated to indicate the presence of peculiar
intonation, comical actions, or facial expressions.
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Figure 2: The annotation scheme.

Additionally, each utterance is associated with other
attributes, such as Speaker and Sentence. The de-
tailed description and analysis of the MUCH will be
shown in the following subsections.

3.1. Annotation Scheme
Without the loss of generality, we divide each
episode of the sitcom into several dialogues based
on difference scenes and plots. For each dialogue,
there are n utterances, utterancei (i = 1, 2, ..., n).

Figure 2 demonstrates our proposed annota-
tion scheme for the conversational humor dataset,
which has the following attributes:

Speaker: Speaker plays a particular role in the
generation of humor, and different speakers have
different styles of humor.

Text: Text represents the textual content of the
utterance that indicates the specific manifestation
of humor in the textual modality. This attribute is
labeled as 1 when textual humor occurs and labeled
as 0 otherwise.

Abnormal Intonation: Abnormal intonation
can enhance the speaker’s emotional expression.
Moreover, due to language differences between
Chinese and English, Chinese individuals often
employ techniques such as rhyming and regional
accents when expressing humor. In this case, hu-
mor cannot be recognized through the textual and
visual modalities but can be through the acoustic
modality. This attribute is labeled as 1 when an
abnormal intonation occurs and labeled as 0 other-
wise.

Antic: Antic refers to the characters exhibit comi-
cal expressions or gestures during the conversation.
When comical expressions or gestures occur, An-
tic is labeled as 1; otherwise, it is labeled as 0. It
allows for humor recognition in the visual modal-
ity through the annotation of comical actions and
expressions.

In our annotation scheme, three modalities are
all taken into consideration. Each utterance is an-
notated to indicate each modality. For example, if
the textual modality is judged humorous, its corre-

sponding label is annotated as 1, otherwise, the
label is annotated as 0. Similarly, when humor is
recognized in acoustic modality and visual modal-
ity, their label is annotated as 1. Moreover, if the
label of the acoustic or visual modality is 1, we also
recorded the time_stamp and the video clip of the
utterance.

3.2. Annotation Process
Unlike other NLP annotation tasks, the recognition
of conversational humor could vary from one per-
son to another. Therefore, we found 12 annotators
to annotate the MUCH dataset, all of whom have ex-
perience in data annotation. The annotators were
divided into four groups for annotation.

The annotation processing has the following
steps: (1) Divide each episode into several dia-
logues based on different plots and scenes; (2)
Record all the utterances in each dialogue and
record the speaker and the content of each utter-
ance; (3) Judge whether each utterance embodies
humor in textual, visual, and acoustic modalities
following the proposed scheme. At the same time,
when humor is expressed visually or acoustically,
the time_stamp of the corresponding utterance is
also provided.

Toward a specific instance, the processing of an-
notation can be classified into three cases: (1) If 3
annotators achieved the agreement, e.g., they all re-
garded the instance as humorous or non-humorous,
the instance was labeled as 1 or 0, and the annota-
tion was completed; (2) If 2 annotators labeled the
instance as humorous, the instance was labeled
as 1 according to the majority rule; (3) If only 1
annotator considered the instance to be humorous,
considering the contingency of humor, it required
the other 9 annotators to annotate the instance and
determine the final label by applying the majority
rule.

During our annotation process, we also discov-
ered that sitcoms often use canned laughter to in-
duce laughter in the audience. For the utterance
with canned laughter, which our annotators did
not think was humorous in any modality, we also
marked it and retained the time_stamp and other
information for further fine-grained research of the
corpus in the future.

Figure 3 provides an example of our annotation.
Based on Wei Zhang’s performance, the annotators
firstly determine whether the overall utterance is
humorous (labeled as 1) or non-humorous (labeled
as 0). Then, the annotators judge whether it is
humorous in each modality. In the textual modality,
taking utterance1 as an example, "I don’t know how
to use those men’s tricks," conflicts with speaker’s
masculine gender and plays a taunting role, so it
is annotated as humorous in the textual modality
(labeled as 1). At the same time, Wei Zhang uses
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Figure 3: An annotation example.

Filed Value
# Dialogue 1,626
# Utterance 34,804
# Speaker 423
# Humorous utterance 7,079
Total duration in hour 62
Avg. duration of dialogue (minutes) 2.76
Avg. duration of utterance (seconds) 2.89

# Humor in unimodal
T 3,661
V 647
A 855

# Humor in multimodal

T+V 615
T+A 514
V+A 347

T+V+A 440

Table 1: Statistics of MUCH corpus. Here, ’#’ de-
notes number, ’Avg.’ denotes average, ’T’ denotes
text, ’V’ denotes vision, and ’A’ denotes acoustics.

a feminine tone and dress to conduct dialogue, so
it is annotated as humorous in both acoustic and
visual modalities.

3.3. Statistics
The MUCH corpus consists of 4 seasons of iPart-
ment, 80 episodes in total, with each episode ap-
proximately 45 minutes long. It consists of 34,804
utterances in total, and 7,079 of them are humorous.
Of the humor utterances, 5,163 utterances gener-
ate humor by unimodal expressions (i.e., textual
(T), visual (V), and acoustic (A) modalities), and
1,916 required two or more modalities (i.e., T+V,
T+A, V+A, T+V+A) to generate humor. Details are
shown in Table 1.

We also compare the MUCH with other current
multimodal humor datasets. It can be seen in Ta-
ble 2 that the corpus annotation scheme we pro-
posed can label humor for different modalities sep-

arately, not just the overall humor.

4. Experiment

4.1. Approaches for Comparison
In order to assess the effectiveness and suitabil-
ity of MUCH corpus for the conversational hu-
mor recognition task, we conducted several experi-
ments using both unimodal and multimodal meth-
ods.
Unimodal Method: We firstly adopted several uni-
modal methods for each individual modality and
test the performance.

• Textual modality methods: The specific textual
content of the dialogue is the main part of the
production of conversational humor. In this
paper, we employed the BERT (Kenton and
Toutanova, 2019) and RoBERTa (Liu et al.,
2019) for testing.

• Visual modality methods: Conversational hu-
mor is evoked by comical postures or facial ex-
pressions. Therefore, we employed ViT (Doso-
vitskiy et al., 2020) to recognize facial expres-
sions and OMNIVORE (Girdhar et al., 2022)
to recognize actions in the visual modality.

• Acoustic modality method: Acoustic rhythmic
features such as pitch and energy have been
demonstrated to be associated with humor-
ous expression in sitcoms (Purandare and Lit-
man, 2006). We employed openSMILE (Ey-
ben et al., 2010) to extract audio features.

Multimodal Method: To assess our MUCH cor-
pus, we also tested a classic multimodal method,
CLIP (Radford et al., 2021), which could capture
the feature from at least two modalities.
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Dataset Source Annotation Process Modalities Language
UR-Funny (Hasan et al., 2019) TED speech Provide videos and their transcripts from the TED portal. T, V, A English

MuStARD (Castro et al., 2019) Sitcom Provide the utterance and the corresponding original fragment,
while also proving contextual information. T, V, A English

TBBT (Kayatani et al., 2021) Sitcom Provide the utterance and the corresponding original fragement;
Only the overall label. T, V English

MHD (Patro et al., 2021) Sitcom Annotation based on canned laughter. T, V, A English

M2H2 (Chauhan et al., 2021) Sitcom Provide the utterance and the corresponding original fragement;
Only the overall label. T, V, A Hindi

MUCH (Ours) Sitcom Provide an overall label and labels for each of the three
modalities for each utterance. T, V, A Chinese

Table 2: Comparison between MUCH and other multimodal humor datasets. It can be seen that compared
with these datasets, MUCH has three respective annotations on the three modalities, not just the overall
label.

Modality Method Acc.(%) P(%) R(%) F1(%)

Unimodal

Text BERT 65.18 60.72 61.44 61.08
RoBERTa 69.17 70.37 65.28 67.73

Vision ViT 65.72 65.17 60.25 62.61
OMNIVORE 60.13 60.37 59.12 59.47

Acoustic openSMILLE 56.41 55.93 61.01 58.36
Multimodal CLIP 82.96 74.86 77.05 75.94

Table 3: Performance of conversational humor
recognition via unimodal and multimodal ap-
proaches on the MUCH corpus.

4.2. Evaluation Metrics

We divided the MUCH corpus into training, develop-
ment, and testing sets with a ratio of 65%, 15%, and
20%. Following Liang et al. (2022), we use accu-
racy (Acc.), precision (P), recall (R), and F1-score
(F1) as the evaluation metrics.

4.3. Experimental Result

The performance of the MUCH corpus for recog-
nizing conversational humor by both unimodal and
multimodal methods is shown in Table 3.

Based on the experimental results, we have the
following observations:

• For the unimodality, the BERT and RoBERTa
were employed for humor recognition in the
textual modality, and achieved the accuracy
of 65.18% and 69.17%, and the F1-score of
61.08% and 67.73%, respectively. The visual
modality employed the ViT and OMNIVORE,
achieved the accuracy of 65.72% and 60.13%
and the F1-score of 62.61% and 59.47%, re-
spectively. In the acoustic modality, the openS-
MILE was employed and attained the accuracy
of 56.41% and the F1-score of 58.36%. For
the multimodality, the CLIP performed well,
achieved the accuracy of 82.96% and the F1-
score of 75.94%.

• The experimental results of the MUCH corpus
in both unimodal (textual, visual, and acoustic)
and multimodal methods demonstrated the ap-
plicability of the corpus annotation scheme we
have constructed.

• Method using multimodality outperformed
methods that used unimodalities. Between text
and nonverbal behaviours (vision and acous-
tic), text proved to be the most important modal-
ity. In most cases, multimodal methods are per-
forms better than text alone for humor recogni-
tion.

5. Conclusion

In this paper, we proposed a new multimodal con-
versational humor annotation scheme and man-
ually annotated the MUCH corpus. The MUCH
corpus was constructed based on a Chinese sit-
com and includes three modalities: text, vision,
and acoustics. It consists of 34,804 utterances
in total, and 7,079 of them are humorous. We
conducted several experiments based on some
classical methods, including both unimodal and
multimodal. We discovered that the multimodal
approach surpassed the performance of most uni-
modal methods.

During the annotation process, we also anno-
tated the speaker of each utterance, which plays
an important role in the generation of humor. We
will conduct future research on the effect of the
speaker on the conversational humor recognition
task.
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