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Abstract
Lexical Simplification (LS) aims to simplify text at the lexical level. Existing methods rely heavily on annotated
data, making it challenging to apply in low-resource scenarios. In this paper, we propose a novel LS method
without parallel corpora. This method employs an Adversarial Editing System with guidance from a confusion loss
and an invariance loss to predict lexical edits in the original sentences. Meanwhile, we introduce an innovative
LLM-enhanced loss to enable the distillation of knowledge from Large Language Models (LLMs) into a small-size
LS system. From that, complex words within sentences are masked and a Difficulty-aware Filling module is crafted
to replace masked positions with simpler words. At last, extensive experimental results and analyses on three

benchmark LS datasets demonstrate the effectiveness of our proposed method.
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1. Introduction

Text Simplification (TS) is the process of simpli-
fying a sentence while retaining its semantics as
much as possible. It enables to lower the difficulty
level of the entire sentence and helps people with
cognitive disabilities to understand by making the
text more readable (Paetzold and Specia, 2017b).
As a special category of TS tasks, Lexical Simplifi-
cation (LS) restricts the simplification at the lexical
level via replacing complex words with alternative
simpler words, thus minimising the revision to the
original sentences.

Conventional LS tasks broadly consist of two
sub-tasks, namely Complex Word Identification
(CWI) and Substitute Generation (SG), which fo-
cus on detecting complex words and generating al-
ternative words, respectively. So far, a panoply of
efforts work on addressing the said LS tasks. For
example, early LS systems leverage a set of rules
for identifying and substituting complex words with
frequent synonyms from external databases (e.g.,
WordNet (Miller et al., 1990), but these methods
suffer from limited flexibility and adaptability (Kaji-
wara et al., 2013). Recently, popular LS systems
first train a model to detect the complex words in
a sentence, and then use another model to pre-
dict the alternative words, collaborating together
to eventually produce a simplified sentence (Qiang
etal.,2021; Seneviratne et al., 2022; Wilkens et al.,
2022). However, the mentioned two-stage ap-
proaches have a heavy reliance on the annota-
tion of CWI and SG sub-tasks, thereby impairing
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Complex Sentence
“A committee of the institute appoints the laureates for
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Adversarial Simple Sentence
Editing System
Figure 1:  The motivation of our LLM-enhanced

Adversarial Editing System, that is, distilling the
knowledge from LLMs to our small-size Adversar-
ial Editing System. In the complex sentence, cor-
rect complex words are in italic bold fonts, and red
bold signifies differences between generated and
original sentences.

their applications. In real-world scenarios, acquir-
ing parallel corpora for LS tasks is a costly en-
deavor, not to mention the annotation of CWI and
SG. As such, we aim to develop an LS system with-
out parallel corpora in this work, but we are also
confronted with the following challenges: (1) In the
absence of annotated data, the above-mentioned
supervised training approaches are inapplicable,
making it considerably challenging to ensure the
accuracy of simplification. (2) Constructing the
previous two-stage system for LS tasks without
parallel corpora is problematic, as in such scenar-
ios, models struggle to learn the transformation
from complex sentences to simplified ones.
Inspired by existing study in style transfer (Wang
et al., 2022), we develop an Adversarial Editing
System to conduct lexical edits to the original sen-
tence with the help of non-parallel corpora, where
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complex words are masked by the editing sys-
tem, and the substitutions are generated via a
cloze model following the two-stage approaches.
Nonetheless, striking a balance between seman-
tic preservation and simplification degree remains
a challenging endeavor. For example, in Figure 1,
non-stylistic words “Physiology” can be acciden-
tally masked and it is hard to distinguish if “laure-
ates” is a complex word.

To this end, as the first attempt to LS without par-
allel corpora, we bring forward a new LS method
dubbed as LAE-LS (LLM-Enhanced Adversarial
Editing System for Lexical Simplification), which
involves two modules: Adversarial Editing and
Difficulty-aware Filling. Concretely, we employ an
Adversarial Editing module to train an Edit Predic-
tor for predicting lexical edits, which can be used
to identify complex words within sentences. To bal-
ance the preservation of semantics and the level of
simplification, we introduce a confusion loss and
an invariance loss to confuse the discriminator and
preserve the semantics of the original sentence, re-
spectively. Particularly, an LLM-enhanced loss is
tailored to extract supervision signals from Large
Language Models (LLMs) (e.g., ChatGPT) (Brown
et al.,, 2020; Zhang et al., 2022; Touvron et al.,
2023). To be specific, we intricately design instruc-
tions to guide LLMs in identifying complex words
within sentences, rather than directly command-
ing them to rewrite the original sentences, which
can bypass changes to the sentence syntax. With
this loss, high-quality knowledge from LLMs can
be distilled into our Edit Predictor. To avoid the
overwhelming domination of the LLM-enhanced
loss, we combine the above losses with weights
when training. Eventually, the Difficulty-aware Fill-
ing module is crafted to fill in the masked positions
with alternative simple words.

In summary, we highlight our contributions as
follows:

» We propose a novel LS method LAE-LS that is
capable of making lexical edits to the original
sentences without parallel corpora, thus ren-
dering it feasible to perform LS tasks in low-
resource scenarios.

» To achieving tradeoff between the simplifica-
tion degree and semantic preservation, we in-
clude confusion loss and invariance loss. Fur-
thermore, the LLM-enhanced loss is devised,
enabling the distillation from LLMs to a small-
size LS system.

* Our method achieves SOTA results on three
well-known LS datasets and yields competi-
tive results to GPT-3.5-turbo even with a
significantly smaller parameter size.

2. Related Work

Lexical Simplification. The early methods for the
LS task either resorted to threshold-based strate-
gies (Keskisarkkd and Jénsson, 2012) or relied
on dictionaries to identify complex words within
sentences (Kajiwara et al., 2013), and took ad-
vantage of external resources (e.g., synonym dic-
tionaries (Lesk, 1986), WordNet (Devlin, 1998),
word embeddings (Mikolov et al., 2013)) to pro-
vide substitutions for complex words. However,
these methods suffer from limited flexibility and
adaptability (Paetzold and Specia, 2017b). Shortly
thereafter, a panoply of modifications for CWI and
SG respectively have been proposed to alleviate
said issues. For CWI, Gooding and Kochmar
(2018) shifts it towards training classifiers using su-
pervised training with significant demand for fea-
ture engineering. Recently, some works have
achieved significant success by treating the CWI
task as a sequence labeling task (Qiang et al.,
2021; Gooding and Kochmar, 2019). For SG, the
recent methods leverage the contextual compre-
hension capabilities of pre-trained models to gen-
erate substitutions for complex words. For exam-
ple, LSBert (Qiang et al., 2021) predicts alterna-
tive words for complex words by the BERT (De-
vlin et al., 2019) model. SimpleBART (Sun et al.,
2023) augments pre-trained models through fine-
tuning, enabling the effectively prediction for sim-
pler words. ParalS (Qiang et al., 2023) fine-tunes
a paraphraser to generate substitute candidates
for complex words using two novel decoding strate-
gies. The said methods approach remarkably per-
formance for the LS task, but they rely heavily on
supervised training or a substantial amount of ex-
ternal linguistic resources. On this account, our
study is inspired by the aforementioned pitfalls.

Adversarial Network and LLM. With the intro-
duction of Generative Adversarial Networks (GAN)
(Goodfellow et al., 2020), adversarial learning has
become ubiquitous in unsupervised training (Shen
et al.,, 2017; Wang et al., 2022). For example,
KiS (Laban et al., 2021) extends Seq2Seq mod-
els to unparallel corpora scenarios where the de-
coder serves as the generator, and a component,
which assesses whether a sentence is simplified
or not, acts as the discriminator. However, this
method cannot guarantee that the syntax of the
original sentence remains unchanged. Accord-
ingly, given the outstanding performance of LLMs
(Zhang et al., 2022; Brown et al., 2020) in various
linguistic tasks (Liang et al., 2023; Lan et al., 2023),
a stream of efforts has been explored the use of
LLMs in TS, yielding promising results (Feng et al.,
2023; Chi et al., 2023; Sun et al., 2023). Never-
theless, due to high resource consumption, time-
intensive inference and over-simplification results,
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applying LLMs directly to LS is not practical. Yet,
we argue that using LLMs as an enhancement tool
or component remains a viable option. To the best
of our knowledge, how to distil knowledge from
LLMs for augmenting LS tasks is unexplored.

3. Method
3.1.

In this paper, we define the LS task, which com-
bines the procedure of CWI and SG, as follows:
The goal of LS is to build a system that can con-
vert a complex text X; labeled by s, to a simple
text Y; labeled by s, via replacing certain words
with simpler words. Of note, we leverage non-
parallel corpora, which is denoted as D, = {X;}
and D, = {Y;}, to build an LS system, thereby by-
passing parallel corpora.

Our proposed method LAE-LS, which performs
lexical simplification, involves two modules: Ad-
versarial Editing and Difficulty-aware Filling.
The overall architecture of our method is displayed
in Fig. 2. Specifically, the Adversarial Editing mod-
ule is an edit-based generative adversarial net-
work designed to make lexical edits, which can
be used to mask the complex words in complex
sentences. Built upon the well-trained Adversar-
ial Editing module, a Difficulty-aware Filling mod-
ule is used to fill in the masked position with sim-
ple words. Remarkably, unlike the previous filling
model (Qiang et al., 2021), the Difficulty-aware Fill-
ing module, which is a cloze model, not only con-
siders original sentences as clues but also main-
tains an awareness of producing simpler words.

Task Definition and Overview

3.2. Adversarial Editing

In this subsection, we detail the Adversarial Editing
module. Compared to existing efforts (Laban et al.,
2021; Zhao et al., 2020; Surya et al., 2019), which
directly model the text simplification from X; to Y,
our module formulates the lexical simplification as
an editing task, the goal of which is to predict lex-
ical edits. As shown in Fig. 2, we aim to train an
Edit Predictor to perform the said procedure.

3.2.1. Edit Predictor and Discriminator

Before proceeding formally, we give notations for
descriptive convenience as well as present Edit
Predictor and Discriminator. We add a special
token “[CLS]” at the beginning of the sentence
and denote a sentence by X; = [t;1,ti2,..., 1]
where t,; (I € [L]) is I-th token in X; and L is the
length of the sentence. For Edit Predictor, given
that X, its output is G; = [g:.1, gi.2, ---, gi,1.], where
gi1 € {K,M} (I € [L]) is the edit operation for ¢; ; in
X;. Note that “K” indicates the current token is not

a stylistic token or is already a simple token, and
“M” indicates the current token should be replaced
by a mask token. For example, the edit operation
for a complex sentence “[Much, of, the, water, car-
ried, by, these, streams, is, diverted, .]” is “[K, K,
K K, K K, K, K, K, M, K]". In our experiments, the
Edit Predictor is built upon a BERT (Devlin et al.,
2019) encoder. To be specific, given that X;, we
encode them with a sequence of hidden represen-
tations and then predict the edit labels via a Multi-
layer Perceptron (MLP) as follows:

w; = wWioF w4 w1 € (L)),
H= [hl, h27 e ,hL} = BERT(WhWQ, ...,WL)7
Pg = softmax(WH + A), (1)

where wi°F, wi¥?, wP** represent the word embed-
ding, token type embedding, and position embed-
ding of [-th token, respectively. W and A are learn-
able parameters, P is a sequence of probabilities
for a sentence. Each element represents the “K/M”
probability for a certain token.

For the discriminator, we still leverage BERT to
encode it and use the first token in the last layer to
represent the sentence, i.e., hy. A fully connected
layer is employed to help the model identify the
style of the sentence:

Pp = Classifier(h;) = softmax(Vh; +b), (2)

where V and b are learnable parameters, Pp is
the predicted probability of style {s,,s,}. As the
traditional adversarial network, the objective of the
discriminator is to predict the style of the sentences
in corpora correctly:

Lp = —Ep u~(p, 1,3 [109p, (suu)], )

where u is the sentence sampled from D, or D,
and s, is the true label for u. Note that the discrim-
inator needs to be trained in advance, and will be
frozen in subsequent training.

3.2.2. Training

Regarding traditional training (Surya et al., 2019)
for adversarial generation, given a complex sen-
tence X;, the output of the generator is the sim-
plified version, denoted as Y;. In this case, the
discriminator tries to distinguish whether the sen-
tence is simple or not, and the generative network
is trained to fool the discriminator, making it diffi-
cult to differentiate between simple and complex.
However, the above loss is not applicable in our
framework due to the following two issues:

1. It is not feasible to include the raw output of
the Edit Predictor for adversarial training as
“K” and “M” cannot be directly encoded by the
discriminator.
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Figure 2: The overall architecture of LAE-LS. Left panel: Adversarial Editing module, where an Edit
Predictor predicts lexical edits guided by confusion loss, invariance loss, and LLM-enhanced loss. Right
panel: Difficulty-aware Filling module, in which a Filling Module combines complex sentences and
lexical edits into masked sentences as well as generates substitutions for the masked positions, aiming

to simplify sentence.

2. It is vital to control the predicted edits and
maintain the syntax for lexical simplification.
However, existing methods usually ignore this
and lead to unexpected changes to the origi-
nal sentences.

To solve the above issues, we elaborate the

objective of Edit Predictor with respect to confu-
sion loss, invariance loss, and LLM-enhanced loss.
In other words, the training of the Edit Predic-
tor is guided with the consideration of measuring
the confusion degree to the well-performing pre-
trained discriminator (confusion loss), semantic in-
variance to the original sentence (invariance loss)
and similarity to the LLMs’ signals (LLM-enhanced
loss), respectively.
Confusion Loss. To commence, we investigate
guiding Edit Predictor in editing complex tokens
within a sentence. We aspire to integrate the out-
put of Edit Predictor into the discriminator. To
achieve it, we can characterize the sentence rep-
resentation with the edit labels. Specifically, we
multiply the token embedding with the probability
of “K” predicted by the Edit Predictor, and assume
a sentence without a stylistic token will confuse the
discriminator by producing a moderate judgement
of the transferred sentence.

Formally, the said operation can be represented
as:

Wo= Wi pf 4 W 4w € (L))
Heond = BERT(W,, Wy, .., W),
Pp, = Classifier(h$"/), (4)

where p¥ is the predicted probability of “K” derived

from Equation (1), and h¢"/ is the first token em-
bedding. If a token has a low probability of “K”, the
semantic information of the token will be removed
from the sentence. For this purpose, we frame a
confusion loss £&"/ is defined below:

LE" = (Pp — ). (5)

Here, « is a hyper-parameter that we set as an
unconfident score. We assume a masked sen-
tence would confuse the discriminator by showing
an unconfident score around « instead of {0, 1}.
Invariance Loss. Regarding the second issue, we
incorporate an invariance loss. This additional loss
function serves as a reference, encouraging the
Edit Predictor to focus on preserving the underly-
ing semantic information of the sentence. The in-
variance loss, denoted as £2", is computed using
the Cosine Similarity metric as outlined below.

L =1 — cos(hy, h{"). (6)

As we can see, when the semantics of the sen-
tences are preserved, the loss tends towards 0,
otherwise, it approaches 1.

LLM-enhanced Loss. Large Language Models
(LLMs) (Brown et al., 2020), such as ChatGPT or
OPT (Zhang et al., 2022), have proven highly ef-
fective. A series of approaches manage to lever-
age LLMs to provide external knowledge for vari-
ous NLP tasks, such as Question Answering and
Information Retrieval (Lan et al., 2023; Guo et al.,
2023; Kojima et al., 2022; Wei et al., 2022; Trivedi
et al., 2023). As shown in Fig. 2, given the sen-
tence “Nevertheless , Estudiantes obtained the ti-
tle at the end of the Apertura 2006 .”, LLMs help to
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annotate complex words “Nevertheless” and “ob-
tained” serving as signals for the Edit Predictor.
Motivated by this, we introduce LLM knowledge
into the Adversarial Editing System by prompting
LLMs, extracting the supervision signals from the
responses, and fusing them into the adversarial
training procedure.

However, as mentioned above, LLMs are likely
to make unexpected edits to the syntax of the sen-
tences. To circumvent over-edit to the original
sentences, instead of rewriting the sentences, we
prompt LLMs with the instruction as follows:

Prompt:
Please identify the complex words in
— the following sentence.
Sentence:
{Input Sentence}
Output format:
[wl, w2, ...]

In light of the above instruction, LLMs are required
to produce complex tokens. Thus, LLM pseudo
label loss (termed LLM-enhanced Loss) takes the
form:

1 *
Lg =~ 3 llogp, (gilw)l,  (7)
wi€X;

where g; is the pseudo gold edit of token w; gen-
erated by LLMs.

Eventually, the overall loss function for the edit
predictor is:

Lo =MLY+ XNaLE + AsLg™, (8)

where A1, Ay and A3 are tunable hyperparame-
ters for balancing different loss items. There is an
advantage of distilling the knowledge from LLMs
to the Edit Predictor instead of directly leveraging
LLMs to make the prediction. That is, LLMs have
the risk of over-editing, taking their outputs as the
supervision signals play the effect of distilling high-
quality knowledge to the small-size models, which
can effectively restrain the over-fitting issue (Gou
et al., 2021).

3.3. Difficulty-Aware Filling

On top of the well-trained Edit Predictor, which gen-
erates a sequence of edit operations, we keep the
tokens with “K” unchanged and mask the tokens
with “M”. In the example shown in Fig. 2, we obtain
“[Much, of, the, water, carried, by, these, streams,
is, M]” via Edit Predictor. We denote it as X;.

The next procedure is to replace the “M” labels
with simplified tokens. Existing studies leverage
pretrained models to fill in the slots based on the
context (Wang et al., 2022; Sun et al., 2023). How-
ever, for text simplification, merely including the

masked sentences X; makes the pretrained mod-
els ignore the semantic meaning of the complex
tokens in the original sentences. Recent effort
(Qiang et al., 2021) inputs both X; and X; as a
pair and feed them into the pre-trained models to
predict the tokens at the “M” positions in X;. This
facilitates pre-trained models to generate tokens
with the same semantic meaning as the original
complex tokens.

Inspired by this, we introduce a Difficulty-aware
Filling module by placing the prompt “The simpler
version of the previous sentence is: ” in between
X; and X, to encourage the pre-trained model to
be aware of the change of the difficulty level. The
prompt for the Difficulty-aware Filling module is
shown below.

Difficulty—-aware Filling Prompt:
[CLS] Original sentence [SEP] The
— simpler version of the previous
< sentence is: Masked sentence [SEP]

Example:
[CLS]
streams is diverted .

much of the water carried these
[SEP] The
simpler version of the previous
sentence is: much of the water
carried by these streams is [MASK]
[SEP]

L A A

By virtue of the mentioned procedure, we feed
the input into the BERT model and let the model
predict the words at mask positions. Intuitively, we
denote the module as:

Y; = Filling_Module(X;). (9)

We extract the predicted sentence followed by
the instruction as the final simplified sentence Y;.

4. Experiments

4.1.

Datasets. To gauge the effectiveness of our
proposed approach, we employ three commonly
used datasets for the LS task, namely LexMTurk
(Colby Horn and Kauchak, 2014), BenchLS (Paet-
zold and Specia, 2016a), and NNSeval (Paetzold
and Specia, 2016b). These three datasets con-
tain 500, 929, and 239 testing samples, respec-
tively. Also, each sentence in the datasets is an-
notated with complex words, and multiple alterna-
tive simplified words are provided. It is notewor-
thy that we work on the LS task without parallel
corpora thus tap WikiSmall (Zhu et al., 2010) as
the non-parallel corpus, i.e., D, and D,, which en-
compasses 84, 296 complex sentences and 84, 296
simple sentences, respectively.

Baselines. We compare our method with a wide
range of baselines for CWI, SG, and LS tasks.

Experimental Settings
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1) Evaluation on CWI: Following previous
work (Yimam et al.,, 2017), we use Character,
Syllable, Vowel, Frequency features and identify
complex words via setting a threshold. Moreover,
Attention (Wang et al., 2022) from a well-trained
discriminator can be utilized as it usually assigns
more scores to the complex tokens. Additionally,
LSBert (Qiang et al., 2021) employs BERT as a se-
quence labeling model and undergoes supervised
training on the CWI 2018 dataset (Yimam et al.,
2018).

2) Evaluation on SG: A line of methods is given
complex words and simply predicts the simplified
words. Early methods like Paetzold-CA (Paet-
zold and Specia, 2016), Paetzold-NE (Paetzold
and Specia, 2017a), and REC-LS (Gooding and
Kochmar, 2019) utilize word embeddings and rely
heavily on parallel corpora or WordNet for assis-
tance. Recently, LSBert (Qiang et al., 2021),
BART (Lewis et al., 2020) and SimpleBART (Sun
et al., 2023) leverage the mask word prediction ca-
pability of pretrained models.

3) Evaluation on LS: Due to the lack of LS meth-
ods that integrate CWI and SG, we design several
baselines (e.g., Character-LSBert, Syllable-
LSBert, Vowel-LSBert, Frequency-LSBert,
Attention-LSBert) for the two stages, building
upon LSBert (Qiang et al., 2021).

Evaluation Metrics. To fairly compare the perfor-
mance of different methods, we follow the stan-
dard evaluation metrics to measure the CWI and
SG (Qiang et al., 2021). Also, we introduce an
evaluation metric to evaluate the performance of
varying LS systems, which takes two-stage ac-
curacy into consideration. Concretely, we iden-
tify a correct prediction when both the complex
and top-ranked simplified words are predicted cor-
rectly. Hence, we calculate the Precision, Recall
and F1 for each sentence and compute the aver-
age scores for each test set.

Implementation Details. Unless otherwise
stated, we set \;, Ay and )3 all to 1. We fix the
unconfident score o = 0.5 as default. For Discrim-
inator, we train it with the whole WikiSmall dataset
and yield a well-performing Discriminator, which
achieves an accuracy of 96.44% on the develop-
ment set and will be frozen in subsequent train-
ing. For Edit Predictor, only complex sentences
from the WikiSmall dataset are leveraged. For
the Difficulty-aware Filling module, we remove non-
English characters and the morphological deriva-
tions of the complex words and choose the top
10 words as the substitution following(Qiang et al.,
2021). All the models are trained for 30 epochs
with batch size of 32. We use Adam optimizer
(Kingma and Ba, 2014) with learning rate of le-5.
Similar with the setting of prior work (Omelianchuk
et al., 2021), we freeze the BERT layer weights

during the first four epochs of training, and perform
early stopping after 3 epochs account for the per-
formance on the development set. We obtain the
SG results of Paetzold-CA, Paetzold-NE, REC-LS,
LSBert from (Qiang et al., 2021) and BART, Sim-
pleBART from (Sun et al., 2023), while the remain-
ing models are re-implemented by us.

4.2. Experiment Results

4.2.1. Results Comparison

Comparison with Baselines. We study the per-
formance of different methods for CWI, SG and
LS tasks on LexMTurk, BenchLS and NNSeval
datasets, as shown in Table 1. The results show
that: (1) For the CWI task, which assesses the
abilities of models to identify complex words within
sentences, LAE-LS achieves the best results on
the LexMTurk and NNSeval datasets and demon-
strates competitive performance on the BenchLS
dataset. One can see that using features (e.g.,
word character length and syllables) as the simple
factors for identifying complex words does not yield
satisfactory results. It's worth noting that LSBert
is under supervised training, while LAE-LS sur-
passes it without any annotated parallel corpora.
(2) In the SG task, our method outperforms all
baselines on the three datasets, thus validating the
effectiveness of the Difficulty-aware Filling mod-
ule. Compared with LSBert, which solely takes
a pair of original and masked sentences as the
input, LAE-LS exhibits significantly superior per-
formance. This verifies that placing prompts be-
tween sentence pairs helps the model be aware of
the difficulty for words. (3) Regarding the LS task,
our method consistently outperforms the baselines
when we integrate CWI and SG together. It is re-
markable that there is a performance decrease in
terms of F1 for the LS task, compared to CWI and
SG tasks. This is because we identify a correct
prediction only when complex words are correctly
identified and simplified simultaneously, thereby
increasing the difficulty of the task. Moreover, we
observe that the precision is low for all methods
since these methods typically predict more com-
plex words, even though only one is labeled. As
such, how to augment the precision in the LS task
is challenging.

Comparison with LLMs. Here, we explore the
performance of our method and popular LLMs with
more parameter size in terms of F1 over LexMTurk
dataset. In this end, we select three LLMs with dif-
ferent parameter sizes, including chatGrM2 (Du
et al.,, 2021)", 11ama2 (Touvron et al., 2023)?,

'https://huggingface.co/THUDM/chatglm2-6b
2https:/huggingface.co/meta-llama/Llama-2-13b-
chat-hf
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Methods \ LexMTurk \ BenchLS \ NNSeval

| Precision  Recall F1 | Precision Recall F1 | Precision Recall F1

Complex Word Identification
Character 0.122 0.780 0.211 0.111 0.755 0.194 0.105 0.716 0.183
Syllable 0.140 0.606 0.228 0.117 0.526 0.191 0.100 0.456 0.163
Vowel 0.132 0.764 0.226 0.117 0.727 0.201 0.108 0.678 0.186
Frequency 0.078 0.632 0.139 0.072 0.623 0.129 0.054 0.456 0.096
Attention 0.064 0.512 0.114 0.062 0.448 0.109 0.058 0.435 0.103
LSBert 0.136 0.795 0.231 0.136 0.788 0.231 0.121 0.707 0.207
LAE-LS (ours) 0.135 0.810 0.232 0.128 0.813 0.221 0.126 0.824 0.218
Substitute Generation
Paetzold-CA 0.177 0.140 0.156 0.180 0.252 0.210 0.118 0.161 0.136
Paetzold-NE 0.310 0.142 0.195 0.270 0.209 0.236 0.186 0.136 0.157
REC-LS 0.151 0.154 0.152 0.129 0.246 0.170 0.103 0.155 0.124
LSBert 0.306 0.238 0.268 0.244 0.331 0.281 0.194 0.260 0.222
BART 0.192 0.183 0.188 0.196 0.178 0.192 - - -
SimpleBART 0.287 0.282 0.285 0.280 0.276 0.278 - - -
LAE-LS (ours) 0.340 0.264 0.297 0.262 0.355 0.301 0.202 0.269 0.231
Lexical Simplification

Character-LSBert 0.080 0.540 0.139 0.061 0.434 0.107 0.044 0.318 0.078
Syllable-LSBert 0.090 0.410 0.148 0.064 0.299 0.105 0.042 0.201 0.069
Vowel-LSBert 0.087 0.528 0.149 0.063 0.412 0.110 0.045 0.293 0.077
Frequency-LSBert 0.047 0.440 0.085 0.036 0.364 0.066 0.023 0.226 0.042
Attention-LSBert 0.039 0.350 0.070 0.031 0.243 0.054 0.020 0.167 0.036
LSBert 0.097 0.564 0.166 0.075 0.454 0.129 0.056 0.335 0.095
LAE-LS (ours) 0.097 0.582 0.167 0.077 0.489 0.133 0.058 0.381 0.101

Table 1: CWI, SG and LS evaluations on three benchmark datasets.

| Size F1-CWI F1-SG F1-LS
ChatGLM2 6B 0.027 0.250 0.048
llama2 138 0.115 0.264 0.085
GPT3.5-turbo 1758 0.221  0.296  0.200
LAE-LS (ours) | 220M  0.232  0.297 0.167

Table 2: Comparison with various LLMs on LexM-
Turk Datasets in term of parameter size and F1.

‘ F1-CWI F1-SG F1-LS
LAE-LS (baseline) ‘ 0.232 0.297 0.167
w/o LLM-enhanced Loss 0.094 0.297 0.066
w/o Confusion Loss 0.078 0.297 0.135
w/o Invariance Loss 0.089 0.297 0.153
w/o Difficulty-aware Filling 0.232 0.268 0.162

Table 3: Ablation Study of LS on LexMTurk
Datasets w.r.t. F1.

GPT-3.5-turbo (Brown et al., 2020)3. Note that
we either employ API or download the checkpoints
to do the prediction, and take the responses from
the LLMs as the prediction.

Shttps://openai.com/

Specifically, we construct the following prompts
for the CWI task:

Please identify the complex words in
— the following sentence. Sentence:
— {Input Sentence}.

Similarly, we construct the following prompts for
the SG task:

Please provide 10 simplified
— alternative words for the word
— {Complex Word} in the sentence.
— Sentence: {Input Sentence}.

For the LS task, we regard concatenating the re-
sults from the two sub-tasks (including CWI and
SG) as it results. The results are displayed in Ta-
ble 2.

As we can see from the table, LAE-LS, which
has a smaller parameter size, can achieve com-
petitive results comparing with the powerful LLMs.
For both CWI and SG tasks, LAE-LS trumps all
LLMs in terms of F1, indicating that its domina-
tion in identifying complex words within sentences
and predicting substitutes for each complex word.
For the LS task, with respect to F1, LAE-LS leads
ChatGLM2 and 1llama2, but falls slightly behind
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Methods | Sentence

Sent (1) Triangles ... be classified according to their internal angles, measured here in degrees.
Candidates {called, labeled, divided, coded, defined, listed, categorized, named, organized, described...}
LSBert squares ... be categorized according to their external triangles, here in metric.
GPT-3.5-turbo Triangles ... be categorized according to their inner corners, calculated here in units.

LAE-LS (ours)

Triangles ... be categorized according to their internal angles, measured here in degrees.

Sent (2) Stone floor tiles tend to ... ceramic tiles and somewhat more prone to breakage...
Candidates {liable, easier, probable, subject, susceptible, disposed, likely, inclined, vulnerable, apt...}
LSBert Stone floor tiles tend to ... porcelain tiles and somewhat more susceptible to cracking...
GPT-3.5-turbo Stone floor tiles tend to ... clay tiles and somewhat more prone to damage...

LAE-LS (ours)

Stone floor tiles tend to ... ceramic tiles and somewhat more likely to breakage...

Table 4: Case study of LS on LexMTurk Datasets. Complex words are highlighted in bold. Candidates
indicate the list of annotated simple words for the corresponding complex words in the dataset. Differ-
ences between generated and original sentences are in bold.

GPT-3.5-turbo. This is because when we com-
pute the F1 score of LS tasks, only the top ranked
substitute is taken into consideration while top 10
substitutes are used to measure the F1 score for
SG tasks. This indicates that GPT-3.5-turbo
has the advantage of generating the accurate sub-
stitute with top 1 prediction. To sum up, LAE-LS
manages to achieve competitive results with a con-
siderably smaller number of parameters compared
to GPT-3.5-turbo.

4.2.2. Ablation Study

In this section, we systematically delve into the ef-
fect of the components in our method by perform-
ing the leave-one-out test. Specifically, we itera-
tively remove the loss functions defined in our Ad-
versarial Editing module. Also, we look into the ef-
fectiveness of the Difficulty-aware Filling module.
The results are shown in Table 3. From the ex-
perimental results, it is evident that removing any
of these loss functions leads to performance drop,
suggesting that they are vital for the training of Edit
Predictor. As we have introduced in Section 3.2.2,
they measure the prediction from different aspects.
Of note, LLM-enhanced loss plays the most crucial
role for training of Edit Predictor. This means that
it is effective to distill the knowledge from LLMs
to models with smaller size, especially in the ab-
sence of annotated data. Moreover, we replace
the Difficulty-aware Filling module with LSBert and
the results show there is a notable decrease on
the F1 score of the SG task. The above results
indicate that our proposed Difficulty-aware Filling
module indeed guides the pretrained model to gen-
erate accurate words rather than words that do
not preserve the original meaning or not simple
enough.

4.2.3. Case Study

To further go into the virtue of LAE-LS, we present
multiple case studies in Table 4. For sentence
(1), we can observe that all models successfully
identify “classified” as a complex word and re-
place it correctly with “categorized”. However, in
the case of LSBert, it identifies “friangles” as a
complex word, which is inaccurate because “tri-
angles” is a non-stylistic word that holds the se-
mantic information of the sentence. We suspect
that LSBert is trained on supervised CWI data, fo-
cusing on the inherent difficulty of words and ig-
noring the semantic meaning of them in the sen-
tence. In contrast, our Edit Predictor is measured
by the invariance loss, which preserves the seman-
tic information of the original sentence effectively.
Notably, compared with GPT-3.5-turbo, which
tends to identify more complex words and over-
simplify the sentence, LAE-LS incorporates adver-
sarial training, which enables to more accurate
complex words identification and prevents exces-
sive modifications in the sentence. For sentence
(2), apart from GPT-3.5-turbo, both LAE-LS
and LSBert accurately identify this complex word,
though LSBert tends to label many other words
as complex words. Significantly, LSBert simplifies
"prone” to "susceptible,” while LAE-LS simplifies it
with a much simpler word “likely”. This suggests
that our method considers not only the semantic
meaning of the context but also the complexity of
the generated words, thus leading to a more desir-
able prediction.

5. Conclusion

In this paper, we propose an LLM-enhanced Ad-
versarial Editing System to address the lexical
simplification task without parallel corpora, which
consists of an Adversarial Editing module and a
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Difficulty-aware Filling module. Adversarial Edit-
ing module is guided by a confusion loss and an
invariance loss to make lexical edits with a consid-
eration of semantic preservation and simplified ra-
tio. Meanwhile, we craft an LLM-enhanced loss to
distill knowledge from LLMs, thus further augment-
ing the Adversarial Editing module. From that, the
Difficulty-aware Filling module combines the orig-
inal sentences and lexical edits to mask complex
words within sentences and fill in the masked po-
sitions with simpler words. The extensive experi-
mental results on three LS datasets demonstrate
that our method is effective. That is, our method
not only advances lexical simplification in the ab-
sence of parallel corpora but also showcases the
potential for leveraging the capabilities of large lan-
guage models to enhance the simplification pro-
cess.
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