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Abstract

We introduce an argumentation annotation scheme that models basic argumentative structure and additional
contextual details across diverse user opinion domains. Drawing from established argumentation modeling
approaches and related theory on user opinions, the scheme integrates the concepts of argumentative components,
specificity, sentiment and aspects of the user opinion domain. Our freely available dataset includes 1,016 user
opinions with 7,266 sentences, spanning products from 19 e-commerce categories, restaurants, hotels, local services,
and mobile applications. Utilizing the dataset, we trained three transformer-based models, demonstrating their
efficacy in predicting the annotated classes for identifying argumentative statements and contextual details from user
opinion documents. Finally, we evaluate a prototypical dashboard that integrates the model inferences to aggregate
information and rank exemplary products based on a vast array of user opinions. Early results from an experimental
evaluation with eighteen users include positive user perceptions but also highlight challenges when condensing

detailed argumentative information to users.
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1. Introduction

Computational methods based on natural language
processing have been shown to provide consid-
erable potential to elicit information on phenom-
ena such as user adoption decisions (Kwahk and
Kim, 2017) or product design decisions (Yang et al.,
2019) from widely available user opinion data. Re-
searchers have used opinion mining, sentiment
analysis, topic modelling (e.g., Lee et al., 2023;
Cheng and Jin, 2019) or particularly opinion sum-
marization approaches for parsing and aggregating
of the data. Opinion-specific document summariza-
tion is a commonly used natural language task that
employs computational modelling to aggregate (in-
formative) user opinions, generating high-level text
that provides user opinion summaries both gener-
ally as well as for specific aspects (Brazinskas et al.,
2021; Angelidis et al., 2021; Isonuma et al., 2021;
Hosking et al., 2023). Yet, the outputs of more
recent large language models as well as smaller-
sized lower cost models usually remain restricted to
high-level text and prone to hallucination, degrading
system performances or introduce biases, among
others (Jiet al., 2023; Maynez et al., 2020). Notably,
the model architectures of generative models do not
output numeric data suitable for conventional sta-
tistical analyses. In a similar vein, the text remains
impractical to parse for users when comparing mul-
tiple opinion subjects, such as a set of products
within a category. Techniques used by researchers
for providing quantifiable metrics, and potentially
complement such opinion summaries, commonly
derive from aspect-based sentiment analysis (Do
et al., 2019; Nazir et al., 2020) and topic modelling
to collect insights from user opinions, e.g., pain
points (Lee et al., 2023). By default, they oper-

ate on all opinion statements equally and do not
emphasize more qualitative statements.

One possible solution to expand on these ap-
proaches could be argument mining (AM). AM is a
research field and method in computational linguis-
tics that expands on sentiment analysis to identify
argumentation in natural language text (Lawrence
and Reed, 2020). AM can potentially extract more
detail on reasoning from user opinions, assess the
quality of argumentative statements in user opin-
ions and map these to concepts from argumenta-
tion theory that are familiar and traceable to users
(Lawrence and Reed, 2020). While there have
been promising results in studies from researchers
on using AM for the user opinion domain, the liter-
ature body is still comparatively underdeveloped.
For example, previous AM studies used off-the-
shelf models trained for formal debates (Passon
et al., 2018) and later fine-tuned models (Chen
et al., 2022) to predict the helpfulness of user opin-
ions based on argumentative features in the text.
The scope of the studies is relatively narrow. They
focus on small subsets of user opinions by only in-
cluding user opinions specific to certain subjects in
their design, e.g., headphones (Chen et al., 2022)
or a small set of restaurants, personal computers
and hotels (Cattan et al., 2023), indicating a poten-
tial lack of general applicability. Finally, the studies
do not elaborate on the use of their designs for a
user-centered context, e.g., a tool.

To address these shortcomings and provide fur-
ther understanding on embedding AM approaches,
we propose a novel annotation scheme and compile
a dataset of 1,016 online reviews with 7,266 sen-
tences consisting of argument components, speci-
ficities and sentiments. For the product subset of
566 samples, we provide additional annotations
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on aspects to relate argumentative statements to
common topics in product user opinions, e.g., the
delivery process. We evaluate the dataset in a rigor-
ous annotation study, train state-of-the-art models
for annotation predictions and evaluate the model
inferences on unseen data in a prototypical appli-
cation with eighteen users.

The annotation scheme was based on the the-
ory of argumentation by (Toulmin, 2003) and upon
established argumentation annotation schemes
from other domains (Stab and Gurevych, 2014b,
2017; Wambsganss and Niklaus, 2022) as well
as user opinions (Wachsmuth et al., 2014b; Chen
et al., 2022). The schemes often contain comple-
mentary classes on sentiment (Wachsmuth et al.,
2014b; Duan et al., 2019), specificity (Lugini and Lit-
man, 2019; Durmus et al., 2019; Wambsganss and
Niklaus, 2022) and aspect (Trautmann, 2020). By
integrating these additional classes, we aim to inte-
grate insights from complementary concepts used
in computational modelling to aggregate and iden-
tify relevant user opinions from text. Our scheme
and dataset cover multiple user opinion subjects
that include a wide variety of products, hotels,
restaurants, local services as well as mobile apps.

We trained multiple transformer-based classifiers
for each of the classes with competitive metrics
compared to similar recent studies that model argu-
mentation (Wambsganss and Niklaus, 2022; Weber
et al., 2023). We then embedded the classifiers
into a prototypical tool for comparing e-commerce
products by aggregating user opinions. The tool
generates opinion summaries alongside product
scores that are easier to parse and compare. We
evaluated the tool in an online experiment with 18
potential users to collect user feedback for further
development of our annotation approach and tool.

Our work contributes to research by the following.
First, we expand the use of AM and argumentation
theory in the user opinion domain by creating a
novel annotation scheme as well as a freely avail-
able dataset' and models that are adapted to gen-
eral user opinions instead of a smaller subsample.
Our rigorous annotation study with two independent
annotators show that the annotation guidelines lead
to satisfying agreements, e.g., for the primary argu-
ment component class a Cohen’s x (Cohen, 2013)
of 0.739. Second, we provide additional knowledge
on classifying aspects within the AM context which
was mostly not regarded in contemporary AM de-
signs, but relevant for user opinions. Third, going
back to the practical problem we aim to address, we
present AM as a linguistic theory-based technique
to identify and assess qualitative statements. This
approach can be used to enhance existing designs,
e.g., when leveraging opinion summarization. Fi-
nally, we expand the scope of existing studies by

'huggingface.co/mydatasets

providing a first iteration and early user feedback for
an user opinion aggregation tool that is based on
our dataset and models. With our work we hope to
encourage future research on the use of AM within
the user opinion domain as well as on using it as a
complementary method for practical use cases.

2. Related Work

2.1. User Opinion Quality and
Argumentation

As user opinions or online reviews on a given sub-
ject often occur in significant quantity, a key chal-
lenge commonly formulated in the study of aggre-
gating user opinions is the differentiation of (less)
relevant user statements and documents (Rietsche
et al., 2019; Brazinskas et al., 2021; Chen et al.,
2022). According to literature on user opinions,
argumentation is a key indicator that influences
how they are perceived by users with respect to
trustworthiness and persuasiveness, among others
(Cheung et al., 2012; Teng et al., 2014). Further-
more, argumentative features have been shown to
be an effective predictor of the usefulness of user
opinions (Liu et al., 2017; Passon et al., 2018; Chen
et al., 2022). As outlined, AM expands on earlier
sentiment analysis approaches to explore such rea-
soning in text for potential use in identifying relevant
user statements (Lawrence and Reed, 2020). AM
tasks include the identification of argument compo-
nents and their relations as well as argument quality
estimation (Lippi and Torroni, 2016). Since the ar-
gumentative structures found in texts are usually
domain-specific, AM pipelines commonly necessi-
tate the availability of custom annotated datasets
and models (Lawrence and Reed, 2020). Research
on cross-domain applicability still remains a chal-
lenge and is ongoing (e.g., Fromm et al., 2023).

2.2. Modelling Argumentation in User
Opinions

Annotation schemes and datasets for modelling ar-
gumentation in texts have been created for a wide
variety of use cases such as adaptive argumen-
tation learning (Wambsganss and Niklaus, 2022),
detecting argumentative quality (Joshi et al., 2023;
Fromm et al., 2023) or for analyzing persuasive
essays (Stab and Gurevych, 2014b, 2017). Haber-
nal and Gurevych (2017) model argumentation in
user-generated web discourse on political topics
and note that the formality of reasoning expressed
by users in user-generated content is different com-
pared to other settings. Due to this lack of gen-
eralization, adjustments to an annotation scheme
for the user opinion domain may be necessary to
ensure sufficient annotation reliability. Wachsmuth
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et al. (2014a,b) have modelled argumentation in
user opinions on hotels with two components: ob-
jective facts and subjective opinions, with the latter
being positive or negative. Duan et al. (2019) ex-
pand on this argumentation structure in hotel user
opinions and model major claim, claim, premise,
background and recommendation classes as well
as their support and attack relations. However, the
dataset is relatively small with 85 documents and is
filtered by excluding more difficult annotation sam-
ples with low annotator agreements. A common
use case for AM in an user opinion context is help-
fulness prediction (Liu et al., 2017; Passon et al.,
2018; Chen et al., 2022). Liu et al. (2017) use a
similar modelling approach on hotel user opinions
compared to Duan et al. (2019) but omit support
and attack relations. Passon et al. (2018) have
used an off-the-shelf argumentation model trained
on Wikipedia articles for three selected product
categories that feature more formal argumentation.
Chen et al. (2022) create a dataset of user opinions
from Amazon that incorporates rich argumentative
information with its own elaborate argumentative
structure adapted to user opinions on headphones.
The authors then use the resulting model to predict
review helpfulness. Cattan et al. (2023) model a
hierarchy of key points based on their relation type,
such as supporting statements, to structure and
quantify the prevalence of key points in a set of
user opinion documents. As outlined, the focus on
small subsets of user opinions in existing studies
highlight the ongoing need to study the modelling
of argumentation to a more general user opinion
setting. Beyond modelling argumentative compo-
nents, one potentially promising AM task is argu-
ment quality estimation (Fromm et al., 2023; Joshi
etal., 2023). This task differs from our aim to model
argumentation, but presents opportunities for fur-
ther study by adapting it to the user opinion domain.
Finally, some of the existing approaches neglect
additional context such as sentiments or aspects
which are otherwise established, especially in com-
plementary non-AM analysis (e.g., Hosking et al.,
2023; Wachsmuth et al., 2014b; Trautmann, 2020).
Therefore, we aim to model argumentation for a
more general set of user opinion categories with
additional sentiment and aspect context. Further,
the studies do not evaluate their model outputs with
user-facing tools on real world usage for which we
want to provide additional implementation knowl-
edge for further research.

3. Dataset Construction

3.1. Data Source

The dataset covers 1016 online reviews from a set
of five domains: e-commerce products, local ser-

vices, hotels, restaurants and mobile apps. We
combine these domains because they have been
of most interest, as indicated by the AM studies
that analyzed them individually. To expand this rep-
resentative sample, we also included opinions on
apps which have strongly been featured in non-AM
studies (e.g., Maalej et al., 2016). The 566 reviews
for e-commerce products were taken from the Ama-
zon review dataset (Ni et al., 2019). 19 product
categories of the dataset were selected for our sam-
ple. Product categories on human-produced me-
dia such as books were omitted, since the review
style and structure was found to be significantly
more complex compared to the general perspec-
tive which we wanted to address. To balance the
amount of low-effort reviews we set the minimum
length of the sampled reviews to 200 characters,
as done in similar studies (e.g., Brazinskas et al.,
2021). We sampled 30 reviews for each category
and checked every review for comprehensibility and
coherence. In total, four incoherent reviews were
identified and removed. Beyond product reviews,
we also chose to sample other review types to in-
crease the applicability of the annotation scheme,
the dataset and its models within the user opinion
domain. As such, 150 reviews were taken from the
Yelp dataset (Yelp) to cover the local services, hotel
and restaurant domains, with 50 reviews each. To
sample the reviews, we added a bias to include
more helpful opinions that were upvoted by other
users. According to literature on user opinions (Liu
etal., 2017; Passon et al., 2018; Chen et al., 2022),
helpful reviews contain better argumentation which
we wanted to reflect in the dataset as well. With-
out the bias, the sample distribution leans heavily
towards unvoted reviews. The 300 reviews for mo-
bile apps were scraped from the Google Play Store
based on recency. Unlike the previous subsamples,
these reviews were constrained to six brokerage
apps to enable researchers to test use cases and
metrics that are specific to a comparable set of
opinion subjects. Otherwise, the reviews were ran-
domly sampled to cover a broad range of items
reviewed on the respective platform.

3.2. Annotation Scheme

We created the annotation scheme and dataset
with two objectives in mind. First, we aimed to iden-
tify argumentative statements that provide a base
to aggregate and quantify relevant statements from
user opinions. Second, we wanted to provide more
knowledge on analyzing the level of argumentation
in user opinions for a broad set of domains. Building
upon the large body of related work, the annotation
scheme was based on the theory of argumentation
by (Toulmin, 2003) which is established in AM stud-
ies to model argumentation (Lawrence and Reed,
2020). Further, we based the scheme on knowl-
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edge from existing annotation schemes from other
domains (Stab and Gurevych, 2014b, 2017; Wamb-
sganss et al., 2020) as well as user opinions (e.g.,
Wachsmuth et al., 2014b; Chen et al., 2022). The
studies also contain complementary classes on
sentiment (Wachsmuth et al., 2014b; Duan et al.,
2019), specificity (Lugini and Litman, 2019; Dur-
mus et al., 2019; Wambsganss and Niklaus, 2022)
and aspect (Trautmann, 2020) to provide additional
argumentation context which is studied in non-AM
studies as well. Therefore, we created four annota-
tion classes for a sentence classification task: argu-
ment component, argument specificity, argument
sentiment and argument aspect. As highlighted
earlier, argumentation is a key differentiator for the
perceived quality and helpfulness of a review (e.g.,
Cheung et al., 2012; Liu et al., 2017) which we aim
to model with the the argument component class.
Argument specificity is derived from sentence speci-
ficity and describes the amount of detail provided
in a sentence and is a more general differentiator
to the quality of text (Ko et al., 2019). For example,
user opinions contain generic statements such as
“I love this product” which we wanted to identify to
rank these statements lower in potential later de-
signs. The sentiment class is used to differentiate
the polarity of the user statements. Finally, the as-
pect class references the topic that the argument
references. Examples for the annotation classes
are visualized in Table 1 and 2.

Argument component As outlined, we based
our annotation scheme on the use of argumenta-
tion in user opinions on the Toulmin model Toulmin
(2003) and similar studies that model argumenta-
tion successfully for the user opinion (Wachsmuth
et al.,, 2014a; Duan et al., 2019) and other do-
mains (Stab and Gurevych, 2014b, 2017; Duan
et al., 2019). These studies propose that an argu-
ment consists of multiple components: claim and
premise being the most fundamental and common.
They also address relations between the individual
argument components (Duan et al., 2019; Chen
etal., 2022). As previously suggested, the role of ar-
gumentation in user opinions is less formal (Haber-
nal and Gurevych, 2017), hence researchers use
simpler argumentation structures to annotate argu-
mentative components (Wachsmuth et al., 2014a;
Liu et al., 2017) or only operate on small subsets
of a larger sample (Cattan et al., 2023; Chen et al.,
2022). We found that the randomly sampled re-
views for our more general perspective share this
sentiment and usually don’t use elaborate argu-
mentative backing. The documents often consist of
sequences of statements (Wachsmuth et al., 2015)
and seldom feature clear support or oppose rela-
tions between argument components which may
result in unsatisfying annotator agreements due to
blurry annotation boundaries. Potential reasons in-

clude the personal motivations users have that do
not result in an incentive to persuade the reader in
favor or in opposition to the product (Yoo and Gret-
zel, 2008). We therefore simplified our argument
component class to classify claim, premise and
background statements. The claim class contains
any statements that reference an assessment or
claim about the reviewed item. A premise was de-
fined as (potential) reasoning for a claim. Premises
thus contain less subjective statements and pro-
vide greater insight compared to claims. The back-
ground class refers to all other statements which
are less relevant to the stated annotation objec-
tive by neither providing reasoning or claims on the
reviewed item.

Argument specificity is a concept we adapt
from multiple related AM studies (Lugini and Litman,
2019; Durmus et al., 2019) to assess the persua-
siveness and quality of argumentative components
(Carlile et al., 2018; Wambsganss et al., 2020).
Specificity is used to differentiate between generic
and more thoughtful argumentative statements (Ko
et al., 2019). Since the user opinion domain fea-
tures more informal argumentation, which results
in less clear annotation boundaries, we initially de-
rived the two binary annotation classes "general"
and "specific". We define them as follows: gen-
eral statements are generic and provide marginal
insight for potential readers, while specific state-
ments should include more nuanced insights. To
enable a clear differentiation when annotating, we
defined the minimum criteria a statement had to
pass to be annotated as specific: they had to refer-
ence an aspect, instead of the item generally, as
well as provide a descriptive adjective for the as-
pect. For example, the statement "the yoga mat
is great" references the item generally and uses
a non-descriptive adjective. Finally, in agreement
with literature on user opinions (Wachsmuth et al.,
2014b; Rietsche et al., 2019), we noticed that a
large part of the statements refer to individual ex-
periences and subjective usage of the reviewed
item, an example being "lve charged my Note4 5
times on this already and it still has room for more".
These statements don’t provide the same level of
insight as more descriptive and factual statements
about the product, but they allude to potential us-
age and can still be relevant indicators when a large
amount of reviewers mentions similar experiences.
As a consequence, we split the specific class and
added the experience class for annotation.

Argument sentiment relates to sentiment analy-
sis and is present in multiple AM studies from which
our scheme derives as well. The concept is rela-
tively simple and usually differentiates positive and
negative sentiment in argumentative components
(Wachsmuth et al., 2014b; Duan et al., 2019). The
concept is also used successfully in many other
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Example Component Specificity Sentiment
| am absolutely thrilled with the dividers. Claim General Positive
Damaged in 2 places when arrived in 3 boxes, [...]. Premise Experience Negative

| purchased 4 of these to use [...] in our kitchen. Background General None

This smoke detector uses 2 AA batteries instead of a 9V. Premise Specific Positive
Cute but tiny! Claim General Balanced

Table 1: Shortened example annotations for argument component, specificity and sentiment

sentiment-based designs for extracting information
from general text and user opinions (Nazir et al.,
2020; Do et al., 2019). Hence, our initial goal was to
differentiate statements that raise positive, neutral
or negative points about the reviewed item. By an-
notating this class, argumentative components can
be filtered and presented as positive or negative in
a potential tool to the user. Off-the-shelf sentiment
classifiers are ubiquitous. While testing these clas-
sifiers, we noticed inaccuracies, including: some
statements reference both positive and negative
points or they reference competitors and do not
actually apply to the reviewed item. To address the
former, we added an additional "balanced" senti-
ment to the traditional set of "positive", "neutral”
and "negative" sentiments. For the latter issue,
the annotation guideline specifies that the classi-
fied sentiment should refer to the opinion subject.
Hence if a statement concerns a competing prod-
uct and is either positive or negative, the opposite
label was to be used.

Argument aspect Extracting aspects is a com-
mon part of pipelines for extracting information from
user opinions in both traditional (Nazir et al., 2020;
Do et al., 2019) and recent literature (Angelidis
et al., 2021; Isonuma et al., 2021; Hosking et al.,
2023). Studies on aspect extraction within the AM
context are more recent and operate within the
debate setting (Reimers et al., 2019; Trautmann,
2020; Ruckdeschel and Wiedemann, 2022) as well
as for user opinions (Dragoni et al., 2018). To build
on this work and differentiate what topics are dis-
cussed in the identified argumentative statements,
we opted to add an aspect class to our annota-
tion scheme. We did not incorporate existing ap-
proaches directly because they either did not gen-
eralize beyond the debate setting or, more impor-
tantly, require the statements to mention the aspect
explicitly in the statement (Dragoni et al., 2018).
For our sampled user opinions we found that users
often do not directly mention the aspect, e.g., "For
the time being, these get the job done". Further,
explicit approaches analyze each text individually,
but do not include the implicit domain knowledge
that we wanted to embed for potential applications
of our dataset. For annotating the argument aspect,
we created and iteratively refined a set of aspects
for the product review subsample. This subsam-
ple was chosen because potential tool users we

interviewed predominantly used user opinions for
comparing products on e-commerce websites. We
defined an aspect as a generic topic that is men-
tioned in argumentative statements for a wide array
of product categories. We differentiate the follow-
ing argument aspects: delivery, function, general
(sentiment), installation, pricing, (customer) ser-
vice, style, usage, and none. A brief description
and example is visualized in Table 2. Unlike the
other classes, a statement can be annotated with
one or more aspect labels as some user statements
contain multiple aspects. The aspects were mod-
elled for use in the tool evaluation and testing its
general viability. Hence, they do not generalize
beyond the e-commerce product context.

3.3. Annotation Process

The annotation process was split into two parts.
The annotation of the main 746 online reviews was
performed by two annotators. The annotators were
selected based on their extensive experience on
interacting with user opinions on e-commerce plat-
forms for a wide variety of products, as evident in
the dataset. Furthermore, familiarity with basic ar-
gumentation theory was developed and evaluated
through additional workshops and trainings. The
annotations were performed independently to ana-
lyze inter-rater agreements, refine the annotation
guideline as well as discussing edge cases. Be-
fore annotation, all reviews were sentence split with
the Natural Language Toolkit (NLTK) python library.
All annotation classes were defined as multi-class
problems, with the exception of argument aspect
as multi-label. As exclaimed, the annotation for as-
pects was specific to the 566 samples of the Ama-
zon online review dataset. The guideline described
definitions, rules and examples for the annotation
for each class. It was iteratively refined and dis-
cussed through training sessions and validated by
two independent senior researchers concerning
the criteria of robustness, conciseness, extensibil-
ity and comprehensibility. Finally, all remaining dis-
agreements were analyzed and resolved through
a final workshop with both annotators. In case of
conflict, a third senior researcher was consulted.
To expand the dataset for more product categories,
one annotator annotated the 270 remaining online
reviews. This extension part of the dataset was
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Example

Aspect Description

Delivery Delivery process

Function Quality and functionality

General General sentiments

Installation Ease of first time usage

None Unrelated statements

Price Pricing assessment

Service Customer service experience
Style Appearance and design

Usage Fun and usage for user purposes

Damaged in 2 places when arrived [...].
The flashlight has a range of 100m.

| love this product.

| installed this in 20 min.

| bought this for my wife.

The toy is expensive for what it does.

| had to pay the return fee myself.

The blue color is beautiful.

| played the game for 2 hours with my son.

Table 2: Descriptions and examples for the aspect class

thus not subject to the aforementioned supervision
and correction and is subsequently of lower quality.
All sentences were annotated with the Argilla an-
notation tool in a randomized order. The classes
were labelled in this order: argument component,
specificity, sentiment and aspect.

4. Dataset Analysis

4.1. Inter-annotator Agreement

To evaluate the annotation agreement with respect
to the chosen classes as well as assess the adap-
tion of our guideline, we used two inter-annotator
agreement measures: Cohen’s x (Cohen, 2013)
and Krippendorff's o (Krippendorff, 2004). As
shown in Table 3, substantial Cohen’s x agree-
ments have been obtained for all classes according
to the scale provided by Landis and Koch (1977).
The agreement scores according to Krippendorff's
metric are moderate for the argument component
and specificity class which indicates potentials for
further improvement. The scores are competitive
compared to other AM datasets which also present
challenges with annotator agreement for argumen-
tative components (e.g., Wambsganss and Niklaus,
2022; Weber et al., 2023). Notably, the argumenta-
tion review dataset on hotel user opinions by Duan
etal. (2019) presents better annotation agreements,
but filters documents with a lower agreement score
than 0.5, excluding a large majority of all docu-
ments, and is thus not comparable. We concluded
that our annotation guidelines for argument compo-
nent, specificity, sentiment and aspect class lead
human annotators to a satisfying agreement for the
domain of general user opinions.

4.2. Dataset Statistics

As described in the previous section on the anno-
tation process, the dataset consists of two parts.
The main part of the corpus consists of 5,166 sen-
tences with 99,915 tokens that were extracted from
746 user opinions. On average, each review has
6.92 sentences and 133.93 tokens. The extension

Class Cohen’s x  Krippendorff’'s o
Component 0.739 0.572
Specificity 0.681 0.478
Sentiment 0.853 0.739
Aspect 0.797 0.646

Table 3: Inter-annotator agreement scores for the
argument component, specificity, sentiment and
aspect classes

part of the corpus consists of 2,100 sentences with
43,771 tokens that were extracted from 270 online
reviews. On average, each review has 7.78 sen-
tences and 162.11 tokens. Counts for each of the
classes can be found in Tables 5 and 6.

5. Models

Dataset preparation and modelling After reach-
ing a satisfying agreement in our annotation study
and annotating the full dataset, our next aim was
to predict the annotated labels. For this purpose,
we set up a multi-class classification task for each
of the classes to classify user opinion sentences.
For the aspect class, we've mapped all samples
with multiple associated classes were consolidated
into a category named multi. In our experiments
the multi-label setup lead to worse results due to
the relative low occurrence of sentences with multi-
ple aspects in the samples. The main part of the
dataset was chosen for fine-tuning since it features
higher quality annotations, as exclaimed. We eval-
uated the pretrained models of the transformers
Python library and chose a RoBERTa-based model
(xIm-roberta-base) for fine-tuning on the dataset
as it has been used when evaluating recent AM
datasets (e.g., Wambsganss and Niklaus, 2022;
Weber et al., 2023) and can be used for compari-
son to evaluations of other datasets. The tokeniza-
tion was automatically handled by the associated
tokenizer by the transformers library. We used the
larger DeBERTa (deberta-v3-large) and sentence
transformer models for additional improvement of
the metrics (mpnet-paraphrase-mpnet-base-v2). A
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Class F1 Accuracy Precision Recall
RoBERTa
Component 0.764 0.766 0.764 0.766
Sentiment  0.785 0.787 0.784 0.787
Specificity ~ 0.729 0.728 0.733 0.728
Aspect 0.627 0.683 0.609 0.683
DeBERTa
Component 0.803 0.804 0.803 0.804
Sentiment  0.852 0.853 0.851 0.853
Specificity ~ 0.795 0.793 0.801 0.793
Aspect 0.705 0.721 0.720 0.721
MPNet sentence transformer
Component 0.789 0.789 0.793 0.789
Sentiment  0.825 0.827 0.826 0.827
Specificity ~ 0.756 0.754 0.761 0.754
Aspect 0.768 0.765 0.774 0.765

Table 4: Metrics for the component, sentiment, specificity, and aspect classes by model architecture

learning rate of 2¢~° was chosen for the fine-tuning
process. For evaluation and validation purposes,
we partitioned the dataset into an 80-20 split, where
80% was utilized for training and 20% was kept
as test data. All models were fine-tuned for three
epochs. Links to the DeBERTa models for testing
inputs on the Huggingface platform are available
on the dataset page.

Table 4 shows the performance metrics we eval-
uated for the three model architectures. We opted
for a weighted average for evaluating these metrics
to take into account the uneven class distribution.
Compared to the smaller RoBERTa model, the fine-
tuned DeBERTa and the MPNet sentence trans-
former model provided superior results. However,
this advantage came with a higher computational
cost during training and diminished efficiency dur-
ing inference. Notably, the sentence transformer
model yielded improvements for the aspect class,
possibly due to less obvious classification bound-
aries within the text that the MPNet architecture was
able to capture better. The metrics are competitive
or better compared to similar recent AM dataset
evaluations (e.g., Wambsganss and Niklaus, 2022;
Weber et al., 2023). For the argument sentiment
and aspect classes we observe lower performance
compared to traditional studies. This was expected
since we added additional labels and encapsulate
additional domain knowledge specific to user opin-
ions.

Application of models To better illustrate the
practical applications of our dataset, we developed
a dashboard that consolidates product data from
Amazon reviews. The design of this platform was
informed by insights drawn from eleven interviews
with individuals who use user opinions for com-
paring products online. For the user interface we
leveraged common design patterns from literature
on dashboards (Bach et al., 2022). Our principal ob-

jective in developing this system was to offer a com-
prehensive and balanced overview of e-commerce
products based on user opinions while enabling
time-efficient comparison of the reviewed products
through ranking and scoring the products. To test
the efficacy and functionality of our system, we
selected yoga mats as a representative product
class for the prototype because it is neutral and
relatable to a large part of potential users. Further,
user opinions for this product class are available
in large quantity in the underlying Amazon online
review dataset (Ni et al., 2019). A visualization of
the system is provided in Figure 1.

Beyond providing openly accessible information
such as product rating and description, the system
has two primary functions. First, the system pro-
vides one general and six aspect-specific scores
that rank the analyzed products and provide insight
into a product’s relative strengths and weaknesses.
Second, the system displays text summaries gener-
ated with the ChatGPT-3.5-turbo model via the Ope-
nAl API to present more detailed insight, if needed
by the user. The tool uses the argument compo-
nent and specificity predictions to filter the user
statements for use in the scoring calculation as
well as for the generated summaries. The rationale
for the scoring is that more general claims should
be weighted less than more substantial statements.
It derives from the literature on user opinion help-
fulness, argumentation theory and specificity as
presented in earlier sections. For the summaries,
the filtering was used to reduce to fill the available
context size with more relevant text as well as to de-
crease usage cost and generation time of the used
API. The argument aspect predictions are used
to filter user statements for the specified aspects
and create six aspect-specific scores. Notably, the
dataset provides nine aspect classes. The gen-
eral and none aspects were omitted because they
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Figure 1: Overview and ranking of the products in the system

provided no insights specific to an aspect. The
installation aspect was omitted because no infer-
ences were made in this exemplary case, possibly
because yoga mats are ready for use immediately.
Finally, the argument sentiment class backs the po-
larity of the scoring algorithm. The calculation sets
a score of three as a baseline for an average prod-
uct. The percentage share of positive statements
is then normalized to a range of -3 to 0 for products
with a positive share of less than 65 and a range
of 0 to 2 for products with a share of more than 70.
This approach was chosen to increase the impact
of negative reviews. A naive approach resulted in
highly uniform scores due to a significant data bias
towards positive sentiments. Finally, we used a
"relative impact" multiplier to reduce the impact of
small, imbalanced samples. For an extreme exam-
ple, a product that has only five negative statements
on delivery in a sample of 700 reviews should not
be subjected to a score that would otherwise be -3.
The final value is then added to the baseline score.
While the scoring has been iteratively refined as
part of our study, it has not been a focus of the
study. Hence, more tests and improvements are
needed to reduce biases specific to user opinions.

User evaluation To evaluate our tool and col-
lect further change requests, we conducted a task-
based online experiment on Prolific with 18 random
participants. We chose Prolific due to its response
quality and large variety of potential samples (Peer
et al., 2017). The sampling was restricted to native
English speakers. Ten participants identified as
female, eight as male. Their mean age was 39.16.
In the task scenario, the participants were asked to
recommend a yoga mat to a hypothetical wellness
online community and provide balanced reasoning
based on the (optional) information provided in the
dashboard. This scenario was chosen to replicate
the role of website creators that aggregate product
information from user opinions. Finally, the partici-

pants were asked to describe their experience with
the tool, task scenario and potential improvements.
The response has been generally positive, praising
the additional data that is provided. Yet, some par-
ticipants voiced concerns about the complexity of
the user interface. Further, they expressed lower
intents of usage by noting that rating, pricing and
product description are enough to guide their rec-
ommendation decisions. Potential reasons include
that more detailed information is not as useful to
the highly general sample that was randomly se-
lected for the online experiment, unlike to the one
we interviewed previously. Taking this feedback
into account, we simplified the user interface and
hide more complex information by default. For the
next iteration of the experiment, we are making
adjustments to the participant sample and task sce-
nario to reflect a user group that has more interest
in detailed information about the subject.

6. Conclusion

With our work, we propose a novel annotation
scheme for modelling argumentation in diverse
user opinion domains, in contrast to previous argu-
ment mining (AM) studies which focused on a sin-
gle domain or smaller subsamples. Based on the
scheme, we introduce a dataset that contains 1,016
online reviews with 7,266 sentences annotated for
argumentative components, argument specificity,
sentiment and aspect. With these classes, we
adapt and integrate research on specificity, aspect
and sentiment from related studies to extract ad-
ditional context. The annotation study shows that
annotating is reliably possible. Additionally, the per-
formance metrics of the models that were trained
on the dataset are competitive with comparable AM
settings for other domains. Finally, we embed the
models into a first iteration of an user-facing tool
that aggregates user opinion texts and scores that

11555



are easy to parse and compare for multiple prod-
ucts. With the study, we want to encourage further
research on two research directions. First, the use
of AM for the general user opinion context requires
more development, especially when used for user-
facing tools. Second, we want to showcase AM as a
potential complementary technique to supplement
designs that aggregate information from user opin-
jons with additional argumentation-derived metrics,
specifically concerning opinion summarizations.

7. Limitations

Our work provides several areas to iterate upon with
further research. First, some classes only featured
moderate aggrements due to annotation conflicts
(see Table 3). To improve annotation quality, all dis-
agreements were discussed and resolved together,
if needed with a third senior researcher. Notably,
the dataset consists of a main and extension part
(26.57%). The latter was only annotated by one
annotator and hence not subject to the same level
of quality control as the main part. The modeling
of argumentation remains a challenge that is also
present in similar studies that feature comparable or
worse scores on annotation aggreement (Wambs-
ganss and Niklaus, 2022; Duan et al., 2019; Weber
et al., 2023; Park and Cardie, 2018). Subsequently,
the same also applies for the evaluation metrics
for our models (see Table 4) which provide further
base for improvement. More generally, comparing
metrics to other studies in this domain is challeng-
ing because the annotation schemes vary highly
in complexity (e.g., Wachsmuth et al., 2014a; Stab
and Gurevych, 2014a; Chen et al., 2022) or no mod-
els have been evaluated (Duan et al., 2019). Sitill,
our models feature comparable or better evaluation
metrics with respect to similar approaches for other
domains, e.g., persuasive writing (Wambsganss
et al., 2020; Weber et al., 2023). With respect to
the annotation scheme, the argument component,
specificity and sentiment classes are generally ap-
plicable to user opinions, but aspects are tailored to
e-commerce product user opinions. We chose this
tradeoff to incorporate implicit domain knowledge
for our practical use case. Beyond the use case,
the categories may not be granular enough and
practitioners may need to adapt the aspect cate-
gories to their own setting. The user evaluation only
presents a first iteration to guide further develop-
ment of a tool that uses AM and opinion summariza-
tion for aggregating user opinions. The responses
highlight challenges to use AM for the user opinion
context which need to be addressed with further
experiments that use larger sample sizes and in-
corporate rigorous, theory-based constructs to rep-
resent valid and comparable results. Finally, this
work is built on AM and comparable studies that

modeled argumentation with a supervised way, fea-
turing potential disadvantages that unsupervised
approaches from other research streams on user
opinion not have.
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A. Appendix

Class Main count Extension count
Claim 2,572 832
Premise 1,354 536
Background 1,240 732
General 2,495 1,142
Specific 1,274 583
Experience 1,397 375
Positive 1,797 749
Negative 1,868 548
Neutral 1,194 688
Balanced 307 115

Table 5: Basic class counts for the argument com-
ponent, specificity and sentiment classes

Class Main count Extension count
Service 34 38
Delivery 42 45
Usage 212 242
Function 795 652
General 327 301
Installation 89 38
Price 89 72
Style 129 37
None 1068 732

Table 6: Basic counts for the aspect classes
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