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Abstract

This paper explores the intersection of lexi-
cal complexity prediction and lexical seman-
tic change detection. We investigate the po-
tential connection between changes in lexical
complexity and lexical semantics, aiming to un-
cover how these two aspects of language evo-
lution are intertwined. Our findings indicate
that lexical complexity models human annota-
tor uncertainty surprisingly well. Further, we
find a moderate correlation between changes in
lexical complexity and graded lexical semantic
change. This highlights the potential for lever-
aging lexical complexity for lexical semantic
change detection.

1 Introduction

Though seemingly distinct, the fields of lexical
complexity prediction and lexical semantic change
detection share surprising points of contact. One
predicts the inherent difficulty of words (Lexical
Complexity Prediction, LCP; North et al. 2023),
while the other tracks shifts in meaning and usage
(Lexical Semantic Change Detection, LSCD; Tah-
masebi et al. 2021). Despite starting with words
as their foundational unit, both have gravitated to-
wards considering individual word senses thanks
to advancements in transformer models (Vaswani
et al. 2017) and contextualized word embeddings.
While LSCD inherently deals with this concept,
research in LCP suggests different senses within a
word exhibit varying complexities (Crossley et al.
2010; Alfter 2021; Shardlow et al. 2022). It has
also been noted that the manual annotation of both
LSCD data (e.g., whether a word has the same,
closely/distantly related, or unrelated sense in two
given sentences) and LCP data (how complex a
word is in a given sentence) is quite subjective
(Shardlow et al., 2021; Schlechtweg et al., 2021).
Given the shared focus on contextual meaning and
the inherent subjectivity of the tasks, we postulate
a potential link.

In this paper, we specifically explore whether
lexical complexity can explain human uncertainty
in annotation. Utilizing human judgments on se-
mantic closeness of words in sentences, we ana-
lyze if lexical complexity differences between sen-
tences correlate with annotator indecision. As a
downstream task, we also look at whether lexical
complexity can directly predict lexical semantic
change.

The rest of the paper is structured as follows: in
section 2 we contextualize our work and highlight
the commonalities and gap in communication be-
tween these disciplines. In section 3, we detail the
methodological framework, including the dataset
and experimental design. In section 4 we present
the key findings of our experiments. In section
5, we interpret our results in a broader context,
discussing their implications and potential future
directions.

2 Related Work

2.1 Lexical complexity prediction

Lexical complexity prediction tries to identify the
complexity of words in a text, with downstream
tasks such as text simplification of various gen-
res (e.g., medical texts (Deléger and Zweigen-
baum, 2009), legal texts (LoPucki, 2014)) for vari-
ous groups (e.g., children (De Belder and Moens,
2010), language learners (Petersen and Osten-
dorf, 2007), people with disabilities (Devlin, 1998;
Chung et al., 2013)). Lexical complexity predic-
tion has been explored in several shared tasks
and several languages: the Complex Word Iden-
tification 2016 shared task for English (Paetzold
and Specia, 2016a), the Complex Word Identifica-
tion 2018 shared task for English, Spanish, Ger-
man and French(Yimam et al., 2018), the ALexS
2020 shared task for Spanish (Ortiz-Zambranoa
and Montejo-Ráezb, 2020), and the Lexical Com-
plexity Prediction 2021 shared task for English
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(Shardlow et al., 2021).
Early tasks focused on binary complexity (“is the

word complex or not?”) while later tasks focus on
graded complexity (“how complex is the word?”).
While early system relied on feature engineering
(e.g., Paetzold and Specia 2016b; Gooding and
Kochmar 2018), later approaches use transformer-
based models (e.g., Pan et al. 2021; Yaseen et al.
2021) or a combination of classical features and
transformers (Paetzold, 2021). However, fully fea-
ture engineered systems still perform almost on-par
with transformer-based systems; the best fully fea-
ture engineered system scored third place in the
task (Shardlow et al., 2021; Agarwal and Chatter-
jee, 2021; Mosquera, 2021).

2.2 Lexical semantic change detection
Lexical semantic change detection tries to iden-
tify words that have undergone shifts in meaning
over time, mainly as a task in itself, but also for
downstream tasks such as OCR error correction
(Morsy and Karypis, 2016) or document similarity
computation (Chiron et al., 2017).

Lexical semantic change detection is an unsuper-
vised tasks, and systems to detect this change gen-
erally use techniques such as word2vec (Mikolov
and Dean, 2013) to represent words in a continuous
vector space, allowing for the analysis of seman-
tic similarities and changes over time (Tahmasebi
et al., 2021). Other systems use co-occurrence
information to build matrices and measure similar-
ity between words based on their contexts (Sagi
et al., 2009). Pointwise mutual information scores
and cosine similarity are often employed to track
changes in co-occurrence patterns over time to un-
cover how word meanings evolve and shift across
different contexts (Teh et al., 2004; Gulordava and
Baroni, 2011). Some methods use topic model-
ing to partition information based on word senses,
allowing for the detection of sense changes over
time (Lau et al., 2012). Topics are interpreted as
senses, and new induction methods aim to infer
sense and topic information jointly (Wang et al.,
2015). Techniques such as word sense induction or
discrimination aim to identify different senses of a
word and track changes in these senses over time.
Recent works use transformer-based models and
average pairwise distance and prototype distance
to detect change (Cassotti et al., 2023).

Lexical semantic change detection has been
explored in several shared tasks for various lan-
guages: the SemEval 2020 task 1 on unsuper-

vised lexical semantic change detection for En-
glish, German, Swedish and Latin (Schlechtweg
et al., 2020), DIACR-Ita for Italian (Basile et al.,
2020), RuShiftEval for Russian (Kutuzov and Pivo-
varova, 2021), and the SemEval 2022 task on se-
mantic change discovery and detection in Spanish
(Zamora-Reina et al., 2022).

The main common point between lexical com-
plexity prediction and lexical semantic change lies
in polysemy. Polysemy is a strong predictor of
lexical complexity (Gala et al., 2013; Alfter and
Volodina, 2018), as more polysemous words can
occur in more varied contexts. As the context influ-
ences the specific meaning of the word, we expect
the complexity to vary more strongly if the possible
contexts are more numerous. In unsupervised lexi-
cal semantic change detection, the context is crucial
in determining whether a word occurs in a given
sense, and the degree of polysemy (and its change)
is directly linked to lexical semantic change. To the
best of our knowledge, there is no prior work in-
vestigating the role of lexical complexity in lexical
semantic change.

3 Methodology

3.1 Data

For lexical semantic change detection, we use
the English data from the Diachronic Word Us-
age Graph (DWUG) dataset (Schlechtweg et al.,
2021) used in the SemEval 2020 shared task on
unsupervised lexical semantic change detection
(Schlechtweg et al., 2020). The shared task cov-
ered English, German, Swedish, and Latin, with
labels for graded lexical semantic change as well
as binary change. The English portion of the data
set covers 46 target words, each with 200 sentences
split across two time spans (100 per time span).
The data was manually annotated using a Word-in-
Context approach where annotators are asked to
rate the semantic closeness of a word in two sen-
tences on a scale from 1 (unrelated) to 4 (identical);
as an additional annotation option, there is 0 which
means ‘cannot decide’. These judgments are then
clustered to derive sense clusters, based on which
a graded lexical semantic change score ∈ [0− 1] is
computed (Schlechtweg et al., 2020).

For lexical complexity prediction, we use the
data from the SemEval 2021 shared task on lexical
complexity prediction (Shardlow et al., 2021). This
data is only available for English. It contains about
9000 words from three genres (biblic, parliamen-

138



tary, medical). The data was manually annotated
using a five-point Likert scale from 1 (very easy)
to 5 (very difficult). These judgments were aggre-
gated and normalized into the range [0− 1].

3.2 Models

We first fine-tune a model for lexical complexity
on the provided training data from the 2021 shared
task, evaluating on the trial data and testing on
the test data. We take inspiration from Pan et al.
(2021), the top performing team at the shared task,
and prepend the word to the sentence (see Figure
1), but we omit the genre information, since this
information is not available for the semantic change
detection data.

Pan et al.: [CLS] genre word [SEP] sentence
Our input: [CLS] word [SEP] sentence

Figure 1: Illustration of Pan et al. (2021)’s input format
versus our input format

As a proof of concept experiment, we do not
follow Pan et al. (2021) and other teams in creating
an ensemble of transformers for prediction; instead,
we use a single RoBERTa-base model.1 We train
the model for 20 epochs with the R2 objective and
early stopping.

We then apply the fine-tuned model to the lexical
semantic change data set: for each target word, we
predict the complexity for each context it occurs
in. We then calculate the average complexity for
time span 1 (Ct1

avg) and time span 2 (Ct2
avg). We

then calculate the difference in complexity between
these time spans (δC).

We explore whether lexical complexity can ex-
plain human uncertainty in annotation by retrieving
the human judgments for each pair of sentences
for each label for each word (29.000 judgments
total), including the label 0 (cannot decide) and
compare the complexity difference δC between the
sentences. We rank the labels by absolute average
difference |δC | from largest to smallest, with rank 1
being the label with the highest absolute difference
in complexity.

For lexical semantic change detection, we cal-
culate Spearman’s rank correlation coefficient be-
tween the words’ graded lexical change score and
δC . As baseline, we use a vanilla RoBERTa-base
model that was not fine-tuned.

1Preliminary experiments have shown a worse perfor-
mance when using RoBERTa-large and XLM-RoBERTa.

4 Results and Discussion

Table 1 shows the results for the fine-tuned model
on the task of lexical complexity prediction. For
the limited scope of the study, our model shows ac-
ceptable performance. Mean Squared Error (MSE)
measures the average deviance from the target,
while R2 measures the proportion of the variance
in the data the model explains. A lower MSE and a
higher R2 are generally better.

MSE R2

Our model (val) 0.0070 0.687
Our model (test) 0.0078 0.524
Best model 2021 0.0061 0.621

Table 1: Results for lexical complexity prediction

Figure 2 shows the clustered column chart for
the labels (on the x-axis) and rank counts (on the
y-axis) for human uncertainty estimation. The fig-
ure clearly shows that the label 0 is ranked first in
the majority of cases, indicating that a higher com-
plexity difference coincides with human “cannot
decide” judgments. Conversely, label 4 is system-
atically ranked last, indicating that sentence pairs
with low complexity differences are annotated as
having the same sense. We can also observe a sys-
tematic linear decrease in rank counts for labels 1
down to 3, suggesting that complexity difference
inversely correlates with semantic relatedness: the
higher the complexity difference, the less probable
it is that the word senses in the two sentences are
related.

Spearman’s ρ

Baseline 0.077
Our model Ct1

avg 0.014
Out model Ct2

avg -0.089
Our model δC 0.444
Best model 2020 0.422
Cassotti et al. 2023 0.757

Table 2: Results for graded lexical semantic change
detection

Table 2 shows the results for lexical semantic
change detection. As can be gathered from the
results, lexical complexity prediction in itself does
not correlate with graded semantic change (‘Our
model’ Ct1

avg and Ct2
avg), but the difference in lexical

complexity (‘Our model’ δC) shows a moderate
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Figure 2: Label-rank counts showing the distribution of rank counts based on complexity difference between the
sentence pairs to annotate. We calculate for each label of each word the average complexity difference and rank the
labels according to the complexity difference, then aggregate the ranks over all words.

correlation with graded lexical semantic change
as calculated by the SemEval 2020 shared task
organizers. In fact, this model beats the best result
of the shared task, although only by a small margin,
and it is quite far behind the current state-of-the-art.

This finding suggests that variations in lexical
complexity may be indicative of shifts in word
meaning over time.

5 Implications and future work

The findings of this study underscore the intercon-
nected nature of lexical change, highlighting the
potential for leveraging lexical complexity predic-
tion in detecting semantic shifts.

Leveraging state-of-the-art machine learning
models, such as transformer architectures and con-
textual embeddings, can enhance the accuracy and
scalability of lexical complexity prediction and se-
mantic shift detection.

Our model exhibits surprising performance in
graded lexical semantic change detection, outper-
forming the best result of the shared task by a small
margin. While our model’s performance would
have been competitive, it falls short of the current
state-of-the-art models in the field.

In the future, one should extend the analysis to
(at least) the other languages covered by the lexical
semantic change data (German, Swedish, Latin).
However, there are no suitable lexical complexity
data sets available for these languages. Hence, it
would be necessary to first compile graded lexical
resources including different word contexts.

Another promising avenue would be a hybridiza-
tion of approaches that include lexical complexity
prediction as a feature for lexical semantic change
detection.

6 Conclusion

In conclusion, our proof-of-concept exploration has
shed some light on the interplay between lexical
complexity and semantic shift. In this paper, we
have shown that pairs of sentences for which the
absolute difference in lexical complexity is high
tend to be annotated as “cannot decide” by human
annotators; this finding suggests that high lexical
complexity differences might create ambiguity for
human judges, making it difficult for them to con-
fidently discern the exact meaning of a word in
the given sentences. We also uncovered a poten-
tial inverse correlation between lexical complexity
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and semantic relatedness. Finally, we have shown
that lexical complexity prediction can be useful
for lexical semantic change detection; differences
in lexical complexity correlate with graded lexical
semantic change to a moderate degree.

Limitations

The presented work focuses on English only due to
the availability of resources. It would be beneficial
to extend it to other languages. However, results
may also be skewed due to the fact that the lexical
complexity prediction data set only contains nouns,
and the lexical semantic change data set mostly
contains nouns. Results might thus not scale to
other part-of-speech categories. Further studies
with diverse data and evaluation settings are crucial
to establish broader validity and generalizability.

Our method shows promising results, but we
cannot be sure that it is indeed capturing differences
in meaning as expressed through the different word
contexts, or whether the model is relying on other
(potentially confounding) information.

As a proof of concept study, we only fine-tuned a
single model. Future work should explore a wider
variety of models. However, fine-tuning models
can be costly and may require the use of GPUs. We
have only fine-tuned a single (smaller) model, as
opposed to a larger or multiple models.

The current work utilizes a relatively limited data
set. Therefore results should be interpreted with
this limitation in mind.
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