
Proceedings of LaTeCH-CLfL 2024, pages 111–120
March 22, 2024 ©2024 Association for Computational Linguistics

Uncovering the Handwritten Text in the Margins: End-to-end Handwritten
Text Detection and Recognition

Liang Cheng1,*, Jonas Frankemölle2,*, Adam Axelsson1,* and Ekta Vats1,†
1Department of Information Technology, Uppsala University, Sweden

2Department of Archives, Libraries and Museums, Uppsala University, Sweden
†ekta.vats@it.uu.se

Abstract

The pressing need for digitization of historical
documents has led to a strong interest in de-
signing computerised image processing meth-
ods for automatic handwritten text recognition.
However, not much attention has been paid
on studying the handwritten text written in the
margins, i.e. marginalia, that also forms an
important source of information. Neverthe-
less, training an accurate and robust recognition
system for marginalia calls for data-efficient
approaches due to the unavailability of suffi-
cient amounts of annotated multi-writer texts.
Therefore, this work presents an end-to-end
framework for automatic detection and recog-
nition of handwritten marginalia, and lever-
ages data augmentation and transfer learning
to overcome training data scarcity. The detec-
tion phase involves investigation of R-CNN
and Faster R-CNN networks. The recognition
phase includes an attention-based sequence-
to-sequence model, with ResNet feature ex-
traction, bidirectional LSTM-based sequence
modeling, and attention-based prediction of
marginalia. The effectiveness of the proposed
framework has been empirically evaluated on
the data from early book collections found
in the Uppsala University Library in Sweden.
Source code and pre-trained models are avail-
able at Github1.

1 Introduction

Libraries and archives across the globe are in pos-
session of rich cultural heritage collections to be
digitized for preservation and preventing degrada-
tion over time. For example, the Uppsala Univer-
sity Library in Sweden maintains several early book
collections, dating back to the 1400s. An example
of such a collection is the Walleriana book collec-
tion, encompassing medicine and science (uub).

*Equal contribution
1https://github.com/adamaxelsson/

Project-Marginalia

These collections are an important source of evi-
dence for the European history and are valuable for
researchers. Much of the content from these collec-
tions is well documented and is available online.

However, many books and documents, in addi-
tion to printed text, contain handwritten marginalia
i.e. text written in the margins. This marginalia
are also an important source of information for re-
searchers, but is not as voluminous as the printed
text. The presence of marginalia is sometimes men-
tioned, but its content is not. This is also due to
poor readability of handwritten marginalia texts
and challenges such as high variability in different
writing styles, languages and scripts. Therefore, it
is of great value to develop computational meth-
ods for digitization of the handwritten marginalia
to make it as available as the printed text of these
collections.

To do so, this work presents an end-to-end deep
learning based approach for handwritten marginalia
detection and recognition. Two different deep learn-
ing architectures: Region-based Convolutional
Neural Network (R-CNN) and (Faster R-CNN) are
studied for marginalia detection. The aim is for
the networks to predict the coordinates of hand-
written marginalia based on an input document
image. To digitize the contents of the margina-
lia, there needs to be a way to automatically read
it. To achieve this, an algorithm for segmenting
handwritten text to individual words is also pre-
sented. Finally, when the marginalia have been
identified and segmented, each word is fed in to
an attention-based encoder-decoder network for
handwritten text recognition (HTR), i.e. Attention-
HTR introduced in our previous work in (Kass and
Vats, 2022). The encoder block constitutes ResNet
feature extraction and bidirectional LSTM-based
sequence modeling stages, and the prediction stage
consists of a decoder and a content-based attention
mechanism.

To train the marginalia detector network, a sam-
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Figure 1: Overall pipeline of the end-to-end marginalia detection and recognition framework. The recognition result
can be further improved using a suitable language model.

ple dataset of 513 scanned pages from Uppsala
University Library’s book collections is used. The
dataset was labelled by an expert as part of this
work using an open-source tool LabelMe (Russell
et al., 2008), and the data thus obtained contains
labeled coordinates for the marginalia, which are
used as the targets for the network training. The
overall pipeline of the end-to-end- marginalia de-
tection and recognition framework is presented in
Figure 1.

To the best of authors’ knowledge, this is the first
attempt at extracting the old historical handwritten
text in the margins using an end-to-end detection
and recognition pipeline. The research is repro-
ducible, with user-friendly and modular designed
code, and provide scope for future research and
exploration of marginalias.

2 Related Work

Since the advent of deep neural networks, the HTR
research has witnessed significant advancement in
method design and development, with popular ap-
proaches such as Transformers based architectures
TrOCR (Li et al., 2023) and attention-based se-
quence to sequence models (Kass and Vats, 2022;
Bluche et al., 2017; Kang et al., 2019). Our pre-
vious work (Kass and Vats, 2022) introduced an
end-to-end HTR system based on attention encoder-
decoder networks, where the attention-based archi-
tecture is simple, modular, and reproducible, allow-

ing more data to be added in the pipeline.

There have been other attempts at automatically
reading historical handwritten documents (Nockels
et al., 2022). For example, (Aradillas et al., 2020)
discusses the challenge of dealing with different
styles of handwriting. Since two documents can
be from completely different centuries and coun-
tries, there is bound to be a lot of variability in the
handwriting. The solution that is presented by the
authors is to use transfer learning. First, a network
is trained on a large set containing handwritten text
of modern English. This base network can then
be tweaked, depending on what kind of text will
be processed. For example, if the network is to be
used for a certain collection, a subset of this collec-
tion can be used to further train the network. Doing
this can make the network significantly better at
making predictions on that collection. The benefit
of this technique is that since some collections can
be very small, it can be difficult to train a network
solely on that collection without running the risk of
over-fitting. Transfer learning handles this problem
by first creating a good general model, that is then
tweaked and specialized to a certain dataset.

Another related work (Bluche, 2016) presents
a joint line segmentation and transcription ap-
proach for end-to-end handwritten paragraph recog-
nition. To do so, handwritten text is automatically
segmented into individual lines by using Multi-
Dimensional Long Short-Term Memory Recurrent
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Neural Networks, or MDLSTM-RNN for short.
However, the problem of reading the text in

the margins is relatively under-explored (Goodwin,
2021). The work (Bold and Wagstaff, 2017) high-
lighted the importance of marginal annotations for
the community and how it benefits the readers and
historians. For example, for historians working
with texts, marginalia can provide insights into ear-
lier readers and their perspectives. There have been
some attempts at studying the marginalia notes and
drafts by Moby-Dick author Herman Melville in
(Ohge et al., 2018; Lambie et al., 2022; Hitchcock
et al., 2023). These works focus on the visualiza-
tion of marginalia, gender research and knowledge
exploration for instance. On the other hand, our
proposed work focuses on developing advanced
computational methods for automatic detection and
recognition of marginalia, leveraging modern deep
learning models and our reproducible research.

3 Methodology

The methodology is divided into three parts: lo-
calizing the marginalia (using R-CNN and Faster
R-CNN); segmenting the found text; and attention-
based text recognition pipeline. In the following
section, the methods that have been used to accom-
plish these functionalities will be presented.

3.1 Data Preprocessing

As part of the project, data was collected from
the early book collections at Uppsala University
Library that contain marginalia. The data was pre-
pared and labelled by an expert using an open-
source labelling tool LabelMe (Russell et al., 2008),
where for an input image, the marginalia bounding
box coordinates were obtained. A total of 513 la-
beled images were given, and they were randomly
divided into training and test sets in the ratio of 9:1.
Data augmentation was performed to supplement
the training set, which involves flipping each train-
ing image horizontally, adding Gaussian noise, and
randomly changing brightness or contrast. With
data augmentation, the training set size was in-
creased to 1848. In addition, the size of each image
was re-scaled to 350*500 to reduce the computa-
tional cost.

3.2 Marginalia Detection: R-CNN

R-CNN uses cropped images, also known as re-
gions of interest (ROI), as input. In localizing
marginalia, R-CNN is a classification model in

which the input images are classified into two
categories: marginalia and non-marginalia, and
AlexNet (Krizhevsky et al., 2012) is used as the
network structure.

The first step in R-CNN experiments is to gener-
ate training samples, including ROI of marginalia
and non-marginalia. To create ROI of marginalia,
the pre-marked bounding box of marginalia is used.
We first cut the marginalia parts from the image
based on the bounding box coordinates, cropped
it into different pieces according the the ratio of
length and width, and resized them into 227*227.
As for generating ROI of non-marginalia, all the im-
ages are processed by Maximally Stable Extremal
Regions (MSER) algorithm (Matas et al., 2004).
This algorithm is based on the concept of water-
shed: binarizing the image between the threshold
[0, 255], then the image would go through a pro-
cess from completely black to completely white.
In this process, the area of some connected regions
change subtly with the increase of the threshold,
and this kind of region is called MSER.

vi =
|Qi+∆ −Qi−∆|

|Qi|
(1)

where Qi represents the area of the i-th connected
region; ∆ indicates a small threshold change (water
injection); when vi is less than a given threshold,
the region is considered to be MSER. The segmen-
tation of one image is shown in Figure 2.

After the bounding boxes are obtained, the tiny
boxes are removed at first. Then Intersection over
Union, or IoU is calculated for the rest of the bound-
ing boxes, and 4 different boxes with IoU = 0
are selected as non-marginalia training samples for
every image. Applying the same crop and resize
procedure as marginalia part to acquire ROI of non-
marginalia as the input for model training.

After the preparation of training samples is fin-
ished, the next step is to construct the neural net-
work. This R-CNN model uses AlexNet as the
network structure, which includes 1 input layer, 5
convolutional layers, 2 fully connected layers and 1
output layer. The basic structure of this network is
similar to the original AlexNet (Krizhevsky et al.,
2012), only the number of neurons on the fully con-
nected layers and output layer are changed to 500,
20 and 2 according to the number of categories in
the actual dataset.
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Figure 2: Result of MSER with iteration=3, ∆=1.1, i=0.1

3.3 Marginalia Detection: Faster R-CNN

R-CNN has drawbacks, most of all an expensive
region proposal computation due to the selective
search algorithm. To overcome this run-time issue,
we investigated Faster R-CNN (Ren et al., 2015)
that combines a region proposal network (RPN)
with a Fast R-CNN. The Fast R-CNN runs a fully
convolutional network to map an image into a lower
resolution spatial feature map. Then, a region of
interest (ROI) pooling operator converts each pro-
posed region into a fixed dimensional representa-
tion which is the input to a neural network that
predicts the object category and the box regression.

Instead of using the selective search algorithm,
Faster R-CNN applies RPN, which is a fully con-
volutional network that generates region proposals
with different scales and aspect ratios. The RPN
can be trained and therefore produces better region
proposals than the selective search algorithm in
the R-CNN. It runs a sliding window over a fea-
ture map and determines for different anchor boxes
whether there is an object. Further, it predicts deltas
to the anchor box to improve its fit. It is a single,
unified network that is computationally less expen-
sive than a R-CNN, as the RPN and Fast R-CNN
networks share the convolutional computations.

In our implementation, we use the pre-trained
ResNet-50 as a network structure for the Faster
R-CNN. As we are only interested in one object
category, the network predicts 2 classes, marginalia
or non-marginalia, as well as the 4 box coordinates.
We trained the Faster R-CNN for 13 epochs and a
learning rate of 0.001.

Figure 3: A sample image of marginalia found by
the model.

Figure 4: The result of horizontal projection on the
image from Figure 3

3.4 Marginalia Segmentation

To segment the handwritten marginalia into individ-
ual words for further processing, each line of the
text must first be identified. To do so, a sobel filter
is used to emphasize the edges on an image. This
is followed by a horizontal projection to the image,
which is the sum of pixels on each pixel row. An
example image and the result of this projection can
be seen in figures 3 and 4 respectively.

The peaks that can be seen in the horizontal
projection in Figure 4 shows us where the lines
of text are located. This information is used to crop
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Figure 5: Row 1 obtained by line segmentation

Figure 6: Row 2 obtained by line segmentation

Figure 7: Row 3 obtained by line segmentation

the image to individual lines. A threshold must
be set to decide how the rows should be divided.
For this implementation the threshold is set to the
value in the middle between the highest peak and
the lowest value. In figures 5, 6 and 7, the resulting
rows from the sample image can be seen.

Identification of the individual lines is followed
by the identification of words. To begin with, the
image containing the line is binarized and a vertical
projection is applied. This allows observation of
spaces in the lines, as can be observed in Figure
8. In the result from the projection one can see
where the spaces between each word are located.
However, since a word often has spaces between
the letters, it is not suitable to divide on every empty
space that is found. To solve this problem, the
average length of all spaces is calculated and the
line is only split on spaces that are larger than this
average. An example of applying this to the line
from Figure 5 can be seen in Figure 9.

3.5 Attention-based Recognition

After detecting the marginalia and segmenting the
words, the goal is to correctly recognise these
words. To do so, an end-to-end attention-based
sequence-to-sequence model AttentionHTR intro-
duced in (Kass and Vats, 2022) is used. The model
architecture is presented in Figure 10, that consists
of four stages: thin-plate spline (TPS) transforma-
tion, 32 layer ResNet based feature extraction, 2
layer bidirectional LSTM-based sequence model-
ing, and content-based attention mechanism for
prediction. An attention-based decoder is used to
improve character sequence predictions. The de-
coder is a unidirectional LSTM and attention is
content-based. The segmented images of words
are given as input into the AttentionHTR network,

Epoch Accuracy( % ) Loss
1 85.34 0.2120
2 89.35 0.1828
3 89.04 0.1257
4 89.19 0.138
5 90.74 0.2123

Table 1: R-CNN: Prediction accuracy and training loss

which produces the predicted word along with the
confidence scores.

The main advantage of using AttentionHTR
model for marginalia recognition is that the general
purpose pre-trained model is able to cope with chal-
lenging examples due to insufficient annotated data.
This is because to handle training data scarcity, At-
tentionHTR leverages transfer learning from scene
images to handwriting images, and uses a multi-
writer dataset (Imgur5K) that contains word exam-
ples from 5000 different writers. The architecture
is modular and the integration with our pipeline
was feasible and computationally inexpensive.

4 Results

4.1 Marginalia Detection
Table 1 shows the prediction accuracy and training
loss of R-CNN on validation set after each epoch.
The accuracy is calculated based on whether the
predicted label (marginalia and non-marginalia)
matches the pre-marked label.

As can be observed in Table 1, the model has
been well trained after the third epoch. Although
the accuracy on validation looks good, the result of
the test samples needs improvement. The general
situation is summarized into three categories, as
shown in the Figure 11. In the figure, the green
boxes are the originally marked marginalia and
the red boxes are the predicted marginalia. The
first category: the model is capable to make proper
prediction though the predicted boxes don’t 100%
match the pre-marked boxes. The second category:
the model is only able to mark down part of every
marginalia bounding box. This is probably due to
the input of this model is the small cropped image
instead of the full image, the segmentation in the
beginning may not cut down the whole margina-
lia. And the last category (the extreme case), for
example, the majority of the image is marginalia.
Under such kind of situation, the parameters in seg-
mentation algorithm needs to be changed greatly,
otherwise the image can’t be segmented well.
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Figure 8: A binarized line and the result of applying vertical projection to it.

Figure 9: Word segmentation applied to Figure 5

Figure 10: AttentionHTR (Kass and Vats, 2022).

The second set of experiments involve training a
Faster R-CNN and applying on the test dataset. The
training loss is plotted in Figure 12. Compared to
the R-CNN, the Faster R-CNN performs better and

shows a more accurate marginalia detection. An
example of predicted marginalia is shown in Figure
13, where the labeled marginalia are marked in
blue and the predicted marginalia in red. It can be
observed that the Faster R-CNN is able to correctly
fit the bounding boxes on the marginalia and to
label them correctly in most cases. This is the case
for different test images, such as images with large
marginalia or images containing figures.

The good performance of the Faster R-CNN is
also reflected by a high IoU score of 0.82, which
indicates that the predicted bounding boxes overlap
with the labeled bounding boxes by a large amount.

4.2 Marginalia Segmentation

Due to the way that the segmentation algorithm is
constructed, the results are highly dependant on
that the rows do not cross over each other, such
as in the example in Figure 3. However, this is
not always the case since each author has a unique
handwriting. One example of marginalia that has
this problem can be seen in Figure 14. Since let-
ters from two different lines are located at the
same pixel rows the algorithm interprets the en-
tire marginalia to be a single line.

Similarly, it is also important that separate words
on the same line do not intersect. This problem
does not seem to be as frequently occurring but
it is still something that could be mentioned. An
example is presented in Figure 15, where there is a
line that is drawn above the middle word and the
number at the right-hand side. Due to this line, the
algorithm as it is constructed at the moment, is not
able to separate the two words. A different method
would be required to solve such problem.

4.3 Text Recognition using AttentionHTR

The segmented words were given as input into the
AttentionHTR network. A selection of these results
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Figure 11: Visualization result: Prediction of marginalia on 3 test samples using a R-CNN.

Figure 12: Faster R-CNN training loss.

can be seen in Figure 16, where the first column
contains the input image, the second column con-
tains the true word, and the third column presents
the predicted word by AttentionHTR. As one can
see, AttentionHTR labels the words and even num-
bers very reasonably. However, some of the words
provided as input are not even readable for the hu-
man eye. As expected, AttentionHTR is not able to
correctly label those input images. Further, it strug-
gles if the input image is not perfectly segmented.
For example, if the input image contains multiple
words in different lines, the predicted text is inaccu-
rate. Overall, AttentionHTR performs very well if
the input image is clear, well segmented, and also
readable for the human eye.

5 Discussion

In general, the R-CNN model works well if the
input images have been well-cut. But the segmenta-

tion is not always perfect because the layout of each
image is different. For instance, some have mul-
tiple marginalia outside of the printed text, some
have a few marginalia inside the printed part, some
have graphics besides handwritten and printed text,
etc. The difference between each image requires ad-
justment of segmentation algorithm parameters for
each image to make a good segmentation. There-
fore, only with a better way to do the segmentation
for an input image, can this model perform better.

In contrast to this, Faster R-CNN does not re-
quire the pre-segmentation operation, so it has a
good chance to address the problem of not mark-
ing all potential marginalia before the images are
input to the model. Instead, the regional proposal
network of the Faster R-CNN does not only speed
up computation, but also seems to propose more
relevant sections of the image. Combined with
the Fast R-CNN, the coordinate predictions for the
marginalia are much more accurate than the ones
of the R-CNN. The accuracy, together with the
more efficient computation, lets the Faster R-CNN
outperform the R-CNN. This is also reflected by a
high IoU score (0.82) of the Faster R-CNN.

With regard to the marginalia segmentation, it
was observed that the word segmentation algorithm
struggles with lines and words that intersect with
each other. These problems are very hard to solve
with the current implementation, and requires more
sophisticated algorithms. It would be interesting
to try a R-CNN approach similar to the method
for localizing the marginalia. However, this would
require a good amount of time dedicated to creating
training data for the algorithm by manually labeling
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Figure 13: Visualization result: Prediction of marginalia on 3 test samples using the Faster R-CNN.

Figure 14: Handwriting with intersecting rows

Figure 15: Handwriting with intersecting words

Figure 16: AttentionHTR word recognition results.

coordinates of the words.

While the Faster R-CNN was found to be well
performing for our use-case, there also exists other
object detection methods that were not explored in
this study, such as Mask R-CNN (He et al., 2017)
and YOLO (Redmon et al., 2016). However, the
dataset is prepared in a format easily adaptable for
different architectures, and other architectures such
as Mask R-CNN and YOLO can be investigated as
a potential future work. For text recognition, Trans-
former based methods such as TrOCR (Li et al.,
2023) also exists, but this study focused on Atten-
tionHTR due to a powerful in-house general pur-
pose HTR multi-writer model, developed as part of
our previous work (Kass and Vats, 2022). The ex-
perimental evaluation can be further extended with
a comparison with other text recognition methods
as future work.

The results show that the text recognition accu-
racy with AttentionHTR heavily depends on the
quality of the segmented input image. If the image
is clear and well segmented, i.e., only one word
is visible, AttentionHTR provides accurate results,
without the need for training from scratch. How-
ever, some output images of the marginalia seg-
mentation algorithm were multiple lines long, or
the quality of the given image was just not precise
enough. In that latter case, even a human cannot
correctly classify the text. Overall, AttentionHTR
is highly accurate when the input was clear and well
segmented. In future work, words in the dataset can
be labeled, which would allow for training of the
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AttentionHTR network on the given data. Also, the
present study will be extended further to include
annotated marginalia such as Melville (Norberg
and Olsen-Smith, 2023) and Mill (Pionke, 2020).

5.1 Conclusion

This work presented an end-to-end framework for
automatic detection and recognition of handwrit-
ten marginalia. The experimental results on the
data from Uppsala University Library’s early book
collections demonstrate the effectiveness of the pro-
posed method, where Faster R-CNN was found to
perform better than R-CNN for marginalia local-
ization, and AttentionHTR contributed towards the
recognition performance. Under the experimental
settings, the proposed HTR pipeline produced en-
couraging results for both marginalia detection and
recognition. However, since the training data is
limited and expert knowledge is needed for anno-
tating the marginalia texts, the future work involves
collaboration with the librarians and professionals
to prepare training data for recognition of historical
marginalia texts, written in both Swedish and En-
glish. Furthermore, language modeling, a different
regularization method, and generative AI models
for handwriting synthesis will be explored. The
source code and pre-trained models are made avail-
able for advancing the research further at GitHub.

Limitations

Some of the limitations of this work include:

• The training data used in this work contains
labeled bounding box coordinates for margina-
lia, but not the annotations representing what
the marginalia reads. Unavailability of anno-
tated marginalia is one of the main limitations
of this work, making it challenging for the
model to generalise on unseen data.

• It is not straightforward to annotate the
marginalia text and is a time-consuming pro-
cess. It requires expert knowledge, where an
expert should be able to read a variety of hand-
writing, and is multi-lingual as one cannot
know beforehand about the language used for
marginalia (it can vary with different readers).

• To enhance the recognition performance, the
authors have been investigating the integration
of a language model (such as Skip-gram) in
the pipeline. However, it was found to be

more suitable as a post-processing step due to
the architectural limitations with CNN-based
feature extraction and sequential modeling.
Also using a language model such as BERT at
post-processing can enhance the accuracy, but
it might also increase the computational cost,
and the authors will investigate this further as
future work.

• A limitation of an end-to-end detection and
recognition pipeline is that it is challenging
to tailor or tweak the models to handle cases
with special scripts (e.g. Gothic, curlicue),
blurry text, strike-through words, poor hand-
writing, etc. Therefore, we aim to have a
general-purpose model that is good enough
for a variety of data.

Ethics Statement

The research conducted in this work respects the
rights and welfare of the society, general public and
other stakeholders such as librarians, historians and
research scholars. The languages studied herein
includes Swedish and English, and the methods
thus developed can be applied to other languages.
The source code and pre-trained models are made
public to the research community to benefit the
research, future re-use, and for the dissemination
of knowledge to the public. The research does not
pose any risk or harm to anyone, and is conducted
with honesty and integrity.

Acknowledgment

This research was partially supported by Kjell och
Märta Beijer Foundation and Uppsala-Durham
Strategic Development Fund: "Marginalia and Ma-
chine Learning: a Study of Durham University and
Uppsala University Marginalia Collections". The
computations were enabled by resources provided
by the National Academic Infrastructure for Super-
computing in Sweden (NAISS) partially funded by
the Swedish Research Council through grant agree-
ment no. 2022-06725. The authors would like to
thank Raphaela Heil and Peter Heslin for valuable
suggestions and feedback.

References
Uppsala university library waller collections.

José Carlos Aradillas, Juan José Murillo-Fuentes, and
Pablo M Olmos. 2020. Improving offline htr in small

119

https://github.com/adamaxelsson/Project-Marginalia
https://www.ub.uu.se/finding-your-way-in-the-collections/selections-of-special-items-and-collections/waller-collections/
https://doi.org/10.1109/ICFHR2020.2020.00016


datasets by purging unreliable labels. In 2020 17th
International Conference on Frontiers in Handwrit-
ing Recognition (ICFHR), pages 25–30. IEEE.

Théodore Bluche. 2016. Joint line segmentation and
transcription for end-to-end handwritten paragraph
recognition. Advances in neural information process-
ing systems, 29.

Théodore Bluche, Jérôome Louradour, and Ronaldo
Messina. 2017. Scan, attend and read: End-to-end
handwritten paragraph recognition with mdlstm at-
tention. In 2017 14th IAPR international conference
on document analysis and recognition (ICDAR), vol-
ume 1, pages 1050–1055. IEEE.

Melanie Ramdarshan Bold and Kiri L Wagstaff. 2017.
Marginalia in the digital age: Are digital reading de-
vices meeting the needs of today’s readers? Library
& Information Science Research, 39(1):16–22.

Mia Goodwin. 2021. Locating digitised marginalia.
Marginal Notes: Social Reading and the Literal Mar-
gins, pages 261–277.

Kaiming He, Georgia Gkioxari, Piotr Dollár, and Ross
Girshick. 2017. Mask r-cnn. In Proceedings of the
IEEE international conference on computer vision,
pages 2961–2969.

Netanya Hitchcock, Steven Olsen-Smith, and Elisa Bar-
ney Smith. 2023. Gender and writing in melville’s
erased marginalia to shakespeare.

Lei Kang, J Ignacio Toledo, Pau Riba, Mauricio Ville-
gas, Alicia Fornés, and Marçal Rusinol. 2019. Con-
volve, attend and spell: An attention-based sequence-
to-sequence model for handwritten word recognition.
In Pattern Recognition: 40th German Conference,
GCPR 2018, Stuttgart, Germany, October 9-12, 2018,
Proceedings 40, pages 459–472. Springer.

Dmitrijs Kass and Ekta Vats. 2022. Attentionhtr:
handwritten text recognition based on attention
encoder-decoder networks. In International Work-
shop on Document Analysis Systems, pages 507–522.
Springer.

Alex Krizhevsky, Ilya Sutskever, and Geoffrey E Hin-
ton. 2012. Imagenet classification with deep convo-
lutional neural networks. Advances in neural infor-
mation processing systems, 25.

Remington Lambie, Steven Olsen-Smith, and Elisa Bar-
ney Smith. 2022. Visualizing melville’s marginalia:
Visualizations.

Minghao Li, Tengchao Lv, Jingye Chen, Lei Cui, Yijuan
Lu, Dinei Florencio, Cha Zhang, Zhoujun Li, and
Furu Wei. 2023. Trocr: Transformer-based optical
character recognition with pre-trained models. In
Proceedings of the AAAI Conference on Artificial
Intelligence, volume 37, pages 13094–13102.

Jiri Matas, Ondrej Chum, Martin Urban, and Tomás
Pajdla. 2004. Robust wide-baseline stereo from max-
imally stable extremal regions. Image and vision
computing, 22(10):761–767.

Joe Nockels, Paul Gooding, Sarah Ames, and Melissa
Terras. 2022. Understanding the application of hand-
written text recognition technology in heritage con-
texts: a systematic review of transkribus in published
research. Archival Science, 22(3):367–392.

Peter Norberg and Steven Olsen-Smith. 2023. The tech-
nical development and expanding scope of melville’s
marginalia online. Leviathan, 25(2):61–85.

Christopher Ohge, Steven Olsen-Smith, Elisa Bar-
ney Smith, Adam Brimhall, Bridget Howley, Lisa
Shanks, and Lexy Smith. 2018. At the axis of real-
ity: Melville’s marginalia in the dramatic works of
william shakespeare. Leviathan, 20(2):37–67.

Albert D Pionke. 2020. Handwritten marginalia and
digital search: The development and early research
results of mill marginalia online. ILCEA. Revue de
l’Institut des langues et cultures d’Europe, Amérique,
Afrique, Asie et Australie, (39).

Joseph Redmon, Santosh Divvala, Ross Girshick, and
Ali Farhadi. 2016. You only look once: Unified,
real-time object detection. In Proceedings of the
IEEE conference on computer vision and pattern
recognition, pages 779–788.

Shaoqing Ren, Kaiming He, Ross Girshick, and Jian
Sun. 2015. Faster r-cnn: Towards real-time object
detection with region proposal networks. Advances
in neural information processing systems, 28.

Bryan C Russell, Antonio Torralba, Kevin P Murphy,
and William T Freeman. 2008. Labelme: a database
and web-based tool for image annotation. Interna-
tional journal of computer vision, 77:157–173.

120

https://doi.org/10.1109/ICFHR2020.2020.00016
https://proceedings.neurips.cc/paper_files/paper/2016/file/2bb232c0b13c774965ef8558f0fbd615-Paper.pdf
https://proceedings.neurips.cc/paper_files/paper/2016/file/2bb232c0b13c774965ef8558f0fbd615-Paper.pdf
https://proceedings.neurips.cc/paper_files/paper/2016/file/2bb232c0b13c774965ef8558f0fbd615-Paper.pdf
https://ieeexplore.ieee.org/abstract/document/8270105?casa_token=3H2s_ETxgtMAAAAA:E_4Vw8ANLo5nKwt-qrJsG9a3cUeCB4ZRqznuqu61Yy_QHCT7BrToV_KEA8c4vuVKwrLIsdbzjw
https://ieeexplore.ieee.org/abstract/document/8270105?casa_token=3H2s_ETxgtMAAAAA:E_4Vw8ANLo5nKwt-qrJsG9a3cUeCB4ZRqznuqu61Yy_QHCT7BrToV_KEA8c4vuVKwrLIsdbzjw
https://ieeexplore.ieee.org/abstract/document/8270105?casa_token=3H2s_ETxgtMAAAAA:E_4Vw8ANLo5nKwt-qrJsG9a3cUeCB4ZRqznuqu61Yy_QHCT7BrToV_KEA8c4vuVKwrLIsdbzjw
https://www.sciencedirect.com/science/article/pii/S0740818817300099?casa_token=93F6wWdBnKgAAAAA:J1Kr5272xzwf2Qc4078aQh8uVybsHY_Otm2YhfT51cIJuKbu3qpoaPiYgo5NicU96aa5yefQ1fs
https://www.sciencedirect.com/science/article/pii/S0740818817300099?casa_token=93F6wWdBnKgAAAAA:J1Kr5272xzwf2Qc4078aQh8uVybsHY_Otm2YhfT51cIJuKbu3qpoaPiYgo5NicU96aa5yefQ1fs
https://doi.org/10.1007/978-3-030-56312-7_11
http://openaccess.thecvf.com/content_ICCV_2017/papers/He_Mask_R-CNN_ICCV_2017_paper.pdf
https://scholarworks.boisestate.edu/cgi/viewcontent.cgi?article=1012&=&context=under_showcase_2023&=&sei-redir=1&referer=https%253A%252F%252Fscholar.google.com%252Fscholar%253Fhl%253Den%2526as_sdt%253D0%25252C5%2526q%253DGender%252Band%252BWriting%252Bin%252BMelville%252527s%252BErased%252BMarginalia%252Bto%252BShakespeare%2526btnG%253D#search=%22Gender%20Writing%20Melvilles%20Erased%20Marginalia%20Shakespeare%22
https://scholarworks.boisestate.edu/cgi/viewcontent.cgi?article=1012&=&context=under_showcase_2023&=&sei-redir=1&referer=https%253A%252F%252Fscholar.google.com%252Fscholar%253Fhl%253Den%2526as_sdt%253D0%25252C5%2526q%253DGender%252Band%252BWriting%252Bin%252BMelville%252527s%252BErased%252BMarginalia%252Bto%252BShakespeare%2526btnG%253D#search=%22Gender%20Writing%20Melvilles%20Erased%20Marginalia%20Shakespeare%22
https://link.springer.com/chapter/10.1007/978-3-030-12939-2_32
https://link.springer.com/chapter/10.1007/978-3-030-12939-2_32
https://link.springer.com/chapter/10.1007/978-3-030-12939-2_32
https://doi.org/10.1007/978-3-031-06555-2_34
https://doi.org/10.1007/978-3-031-06555-2_34
https://doi.org/10.1007/978-3-031-06555-2_34
https://proceedings.neurips.cc/paper_files/paper/2012/file/c399862d3b9d6b76c8436e924a68c45b-Paper.pdf
https://proceedings.neurips.cc/paper_files/paper/2012/file/c399862d3b9d6b76c8436e924a68c45b-Paper.pdf
https://scholarworks.boisestate.edu/under_showcase_2022/66/
https://scholarworks.boisestate.edu/under_showcase_2022/66/
https://doi.org/10.1609/aaai.v37i11.26538
https://doi.org/10.1609/aaai.v37i11.26538
https://www.sciencedirect.com/science/article/pii/S0262885604000435?casa_token=uHC9V2A_DcQAAAAA:5WdxI0VfE86ITPSswm3t5AfvdHVb4MyDGtWKthoKzgmUgulDRASrs-OgsjWK7JHqDHgmS3CZALQ
https://www.sciencedirect.com/science/article/pii/S0262885604000435?casa_token=uHC9V2A_DcQAAAAA:5WdxI0VfE86ITPSswm3t5AfvdHVb4MyDGtWKthoKzgmUgulDRASrs-OgsjWK7JHqDHgmS3CZALQ
https://link.springer.com/article/10.1007/s10502-022-09397-0
https://link.springer.com/article/10.1007/s10502-022-09397-0
https://link.springer.com/article/10.1007/s10502-022-09397-0
https://link.springer.com/article/10.1007/s10502-022-09397-0
https://doi.org/10.1353/lvn.2023.a904375
https://doi.org/10.1353/lvn.2023.a904375
https://doi.org/10.1353/lvn.2023.a904375
https://muse.jhu.edu/article/697801
https://muse.jhu.edu/article/697801
https://muse.jhu.edu/article/697801
https://doi.org/10.4000/ilcea.8582
https://doi.org/10.4000/ilcea.8582
https://doi.org/10.4000/ilcea.8582
https://www.cv-foundation.org/openaccess/content_cvpr_2016/papers/Redmon_You_Only_Look_CVPR_2016_paper.pdf
https://www.cv-foundation.org/openaccess/content_cvpr_2016/papers/Redmon_You_Only_Look_CVPR_2016_paper.pdf
https://proceedings.neurips.cc/paper_files/paper/2015/file/14bfa6bb14875e45bba028a21ed38046-Paper.pdf
https://proceedings.neurips.cc/paper_files/paper/2015/file/14bfa6bb14875e45bba028a21ed38046-Paper.pdf
https://link.springer.com/article/10.1007/s11263-007-0090-8
https://link.springer.com/article/10.1007/s11263-007-0090-8

