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cently emerged as a promising solution for
incorporating up-to-date or domain-specific
knowledge into large language models (LLMs)
and improving LLM factuality, but is predom-
inantly studied in English-only settings. In
this work, we consider RAG in the multilin-
gual setting (mRAG), i.e. with user queries
and the datastore in 13 languages, and investi-
gate which components and with which adjust-
ments are needed to build a well-performing
mRAG pipeline, that can be used as a strong
baseline in future works. Our findings highlight
that despite the availability of high-quality oft-
the-shelf multilingual retrievers and generators,
task-specific prompt engineering is needed to
enable generation in user languages. Moreover,
current evaluation metrics need adjustments for
multilingual setting, to account for variations
in spelling named entities. The main limita-
tions to be addressed in future works include
frequent code-switching in non-Latin alphabet
languages, occasional fluency errors, wrong
reading of the provided documents, or irrel-
evant retrieval. We release the code for the
resulting mRAG baseline pipeline at https:
//github.com/naver/bergen’.

1 Introduction

Retrieval-augmented generation (RAG) (Ram
et al., 2023) has recently emerged as a promising
solution for incorporating up-to-date or domain-
specific knowledge into large language models
(LLMs) and improving LLM factuality, especially
in knowledge-intensive tasks such as open-domain
question answering or fact-checking. RAG
augments user queries with relevant context re-
trieved from the Internet or a given collection and
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Figure 1: Multilingual retrieval-augmented generation
pipeline. We study which components are required to
build a well performing mRAG pipeline, that can be
used as a strong baseline in future works.

No Retrieval from Wiki in
retrieval English User lang English+UL All langs

MKQA ‘ ‘
English 584 70.2 — — 68.5
Arabic 26.4 45.9 36.3 49.0 482
Chinese 214 29.1 225 272 31.0
French 484 62.6 56.3 65.0 66.2
Finnish* 29.7 55.8 45.2 59.8 60.7
German 47.8 64.6 54.8 65.5 66.9
Italian 515 61.2 56.8 64.8 66.3
Japanese 31.7 42.7 28.8 40.2 42.1
Korean 21.5 322 315 384 38.1
Portuguese 484 623 54.9 65.2 66.9
Russian 38.1 55.0 51.0 61.0 59.4
Spanish 525 633 573 65.7 67.1
Thai ¥ 124 23.7 10.1 232 24.5

XOR TyDi QA | |
English 475 64.2 — — 59.4
Arabic 47.7 529 65.5 66.6 66.8
Finnish* 30.8 45.2 589 60.9 59.1
Japanese 21.0 252 30.0 24.8 31.8
Korean 31.0 334 40.8 40.0 41.8
Russian T 40.5 539 623 63.8 64.6

Table 1: Performance of mRAG for various languages
on MKQA and XOR-TyDi QA datasets (TyDi QA for
English), with different retrieval options. Metric: char-
acter 3-gram recall. Retriever: BGE-m3. Reranker:
BGE-m3. Generator: Command-R-35B. Prompt: trans-
lated into user languages with an instruction to generate
in the given user language (UL). T denotes languages
included in Command-R pretraining but not instruction
tuning. ¥ denotes languages not included in Command-
R pretraining nor tuning. RAG brings substantial per-
formance improvement in all languages, and retrieval
Sfrom multilingual Wikipedia is beneficial in most cases.
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then passes the result to an LLM to generate a
knowledge-grounded response. Recent works fo-
cus on improving various components of the com-
plex RAG pipeline, e.g. generator (Yoran et al.,
2024) or search query processor (Ma et al., 2023),
as well as addressing fragility of the RAG approach,
e.g. filtering irrelevant retrieved context (Wang
etal., 2023; Xu et al., 2023; Kim et al., 2024) or dy-
namically deciding for which user queries retrieval
is actually needed (Jiang et al., 2023; Asai et al.,
2024).

Unfortunately, all listed efforts are focusing on
English as the data language in their experiments,
i.e. the language of the user queries and of the
knowledge datastore. In this work, we argue for
the importance of considering multilingual settings
in RAG experiments and advancing multilingual
RAG (mRAG), as it has clear advantages for both
English and non-English speakers. On the one
side, enabling access to RAG advances for non-
English speakers requires testing the applicabil-
ity of approaches proposed in the literature for
non-English queries, and possibly developing spe-
cial multilinguality-oriented RAG methodologies.
On the other side, considering non-English knowl-
edge datastores ensures access to local or culture-
specific information for all future users of RAG
models, as such information is often available only
in non-English. In the similar way retrieving from
English may be beneficial for non-English queries
e.g. about US or British culture.

Enabling high-quality RAG in multilingual set-
tings requires access to strong multilingual retriev-
ers and generators, as well as high-quality multi-
lingual evaluation. The retriever should be able
to map queries in the user language to the doc-
uments in the same or different language. The
generator should be able to generate fluently and
correctly in the user language, but also to under-
stand documents in various languages and to fol-
low instructions specified in the prompt. While
recent advances in natural language processing and
information retrieval made appropriate candidate
components available, the entire multilingual RAG
pipeline was not evaluated in the literature before.

The main contribution of our work is (1) build-
ing a publicly available baseline mRAG pipeline,
to foster research on multilingual RAG in a zero-
shot setting, and (2) conducting an initial study
of mRAG in open question answering with user
queries and retrieval datastores in 13 languages.

We aim to answer the following research questions:

* does RAG bring same performance improve-
ments in knowledge-intensive tasks in non-
English as in English?

* which components are needed for effective
mRAG and which adaptations are required?

* what are the main limitations of the existing
components that can be addressed in future
work?

Our key findings can be summarized as follows:

* Retrieval: recent off-the-shelf multilingual re-
trievers and rerankers perform reasonably well
in both cases when queries and documents are
in the same or different language, and also
handle well retrieval from multilingual datas-
tores (Tables 1 and 7);

* Generation: achieving high performance
across all languages requires a strong mul-
tilingually pretrained and tuned LLM, cou-
pled with advanced prompting, e.g. translat-
ing prompts into user languages and instruct-
ing the LLM to generate responses in the user
language (Tables 2, 5 and 6);

* Evaluation: evaluation metrics need adjust-
ment to take into account the zero-shot sce-
nario, e.g. variations in spelling named enti-
ties in cross-lingual settings (Table 3);

* The main limitations to be addressed in fu-
ture works include frequent code-switching?
in non Latin alphabet languages, occasional
fluency errors, wrong reading of the provided
documents, or irrelevant retrieval (Table 8).

2 Related Work

Despite mRAG being not well studied in the liter-
ature, some of the individual components of the
RAG pipeline were rather well developed for mul-
tilingual settings, e.g. multilingual retrievers and
generator LLMs; we discuss them in Section 3.
The closest line of work to ours is multilingual
open question answering (Asai et al., 2021b; Muller
et al., 2022; Sorokin et al., 2022; Asai et al., 2022)
defined as a the task of answering non-English
questions from a large collection of multilingual

%Code-switching refers to inserting fragments in other lan-
guages when generating in a given language.
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documents, as introduced in (Asai et al., 2021b).
Those aforementioned works train task-specific
models combining cross-lingual retrievers and mul-
tilingual generation models, e.g. with iterative ex-
tension of annotated data used in the CORA ap-
proach (Asai et al., 2021b). The key difference of
our work is that we compose the mRAG system in a
zero-shot manner, using off-the-shelf components
without dedicated training. This approach, dom-
inating nowadays in the literature, is enabled by
recent advances in LLMs and retrieval and makes
the system more robust and easy-to-extend. It’s
important to note that our goal is not to outperform
the mentioned models such as CORA, but to eval-
uate the state of the described zero-shot mRAG
setting, understand its open problems, and provide
an experimental ground for future development of
mRAG.

Another related and orthogonal effort is (Thakur
et al., 2024) which release a NoMIRACL dataset
for evaluating LLLM robustness in mRAG across 18
typologically diverse languages.

3 Multilingual RAG pipeline

The high-level illustration of the mRAG pipeline
is presented in Figure 1. The input is represented
by a user query q in language L,. This could be
an arbitrary user request to an LLM. Following
the common practice of testing RAG systems on
open-domain question answering, we assume ¢ is
an information-seeking question. The model is
expected to output response 7 which correctly an-
swers the given question. An important (and rea-
sonable) expectation is that the model replies in the
user language, i.e. r is written in L.

Step 1: retrieval. The first step in mRAG is
retrieving context c relevant to the query ¢ from the
Internet or a particular collection C, using the re-
triever system R: ¢ = R(q,C),§ = Q(q). Here Q
denotes an optional query generation model which
infers a search query ¢ from a user query c, e.g. it
can be an LLM prompted to reformulate the query,
or simply copying the user query q. Following a
standard practice in testing RAG systems, we use
Wikipedia as our collection C'. In most of the exper-
iments we assume monolingual C in language L¢
(English or user language), but we also experiment
with retrieving from the multilingual C.

The retriever system R usually consists of two
stages. The first stage ranker R; encodes queries
g and documents d € C independently: h, =

Ri(q) € R", hg = Ri(d) € R", allowing to
precompute document representations offline and
enabling fast search over large collections, e.g.
¢ = top—KdEcthhd, K denotes the number of
retrieved documents. The second-stage reranker
Rs processes a (small) subset ¢ of documents from
C retrieved by 1 and encodes documents together
with queries: hqq = R2(¢,d) € R, enabling se-
mantically richer representations and selecting &
most relevant documents: ¢ = top-kyczhg 4. Both
R; and Rs are often based on BERT-like mod-
els and trained on retrieval datasets such as MS-
MARCO (Nguyen et al., 2016). In our work we
rely on retrievers and rerankers developed specifi-
cally for the multilingual setting.

Step 2: generation. The second stage of mRAG
pipeline consists of generating a response r based
on the user query ¢ and retrieved relevant context
¢ with a generator LLM: r = ILILM(gq, ¢). State-of-
the-art LLMs follow the wide-spread paradigm of
pretraining a decoder-only Transformer model on
a large set of unsupervised data and then tuning it
for instruction following and alignment with user
preferences. This second step of instruction tuning
and alignment often introduces a template, repre-
senting formatting rules for passing data into the
LLM. Template usually contains placeholders for
user queries ¢, model responses 7 and also for a
system prompt, which is put in the beginning of the
template and describes the task / role for the LLM.
A simplest example of the system prompt is “You
are a helpful assistant.”. In our work we study sev-
eral generator LLMs and experiment extensively
with various prompting strategies for mRAG.

Below we describe how we instantiate different
components of our mRAG pipeline.

Multilingual retrievers. The described problem
setting requires strong monolingual and cross-
lingual rankers and rerankers, for cases when
L, = Lc and L; # Lc, correspondingly. We
pick a strong recently released and publicly avail-
able BGE-m33 (Chen et al., 2024) which provides
all listed functionalities and includes all languages
we consider in its training data. We also consider a
baseline including query translation, where query
generator () translates ¢ from L, to Lc. We em-
ploy the NLLB-600M translation model* (Team

3Retriever:  https://huggingface.co/BAAL/bge-m3
(dense version). Reranker: https://huggingface.co/
BAAI/bge-reranker-v2-m3.

*https://huggingface.co/facebook/
nllb-200-distilled-600M
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Prompt label Prompt text (written in the language specified Prom.
in the last column) lang.
Reply short (EN) “Answer a given question as short as possible.” EN
Reply short in “Answer a given question as short as possible. EN
same lang (EN) Answer in the same language as the language of
the question.”
Reply short in UL (EN)  “Answer a given question as short as possible. EN
Answer in {UL}.”
Reply short (UL) “Answer a given question as short as possible.” UL
Reply short in UL (UL)  “Answer a given question as short as possible. UL
Answer in {UL}.”
Reply short in UL “Answer a given question as short as possible. UL

+ NE in UL (UL) Answer in {UL} and write all named entities in

{UL} alphabet.”

Table 2: System prompts used in our experiments. { UL}
denotes a placeholder to insert the target language.

Text Character 3-grams

Ground truth sofya kovalevskaya

Model response sofia kovalevskaia

sk ska kai aia]

Recall 0 9/13 = 69.2%

Table 3: Ilustration of the proposed character 3-gram re-
call metric, designed to be more robust to different possi-
ble transliterations of named entities. Tokens matching
between groundtruth and model response are under-
lined.

etal., 2022).

Multilingual generation. Most of current state-
of-the-art LLMs are either English-centric or sup-
port a limited set of languages, possibly due to
under-investigated effects of the "curse of multilin-
guality" for large models (Conneau et al., 2020),
i.e. it is yet unclear how many languages LLMs
can fit without hurting performance, or due to
limited availability of multilingual instruction tun-
ing and alignment datasets. At the same time, it
was shown that even English-centric LLMs, which
were pretrained and finetuned mostly on English
data, may exhibit good multilingual capabilities
due to the occasional presence of multilingual
data in pretraining (Ye et al., 2023; Chirkova and
Nikoulina, 2024). As such, we experiment with
both strong English-centric and recent multilingual
models. Among English-centric models we pick
commonly-used LLaMA-2-7B-chat (Touvron et al.,
2023) and state-of-the-art SOLAR-10.7B (Kim
et al.,, 2023), and among multilingual models
we pick Mixtral-8x7B (Jiang et al., 2024) and
Command-R-35B>. All models were instruction-
tuned. Command-R-35B was developed with keep-

Shttps://huggingface.co/CohereForAl/
c4ai-command-r-vo1i

MKQA en ar es fi frr de ja it ko pt ru th zh

# examples 2827
len ques. 43 38 48 46 49 47 26 48 22 45 42 41 16
len answ. 1 10 11 11 11 11 8 11 6 11 10 12 6

Tydi QA en XOR-Tydi QA ar fi ja ko ru

# examples 440 # examples 708 615 433 371 568

len ques. 39 len ques. 30 37 18 20 42

len answ. 13 len answ. 11 14 5 5 11
Wikipedia en ar e fi fr de ja it ko pt ru th zh
#ex. (M) 25 33 10 15 13 14 27 82 1.6 47 86 37 11
len pass. 624 585 619 833 627 720 208 650 431 619 721 217 206

Table 4: Statistics of the used data. Len denotes median
length in Unicode characters.

ing RAG application in mind and officially sup-
ports 11 languages®, including most of our con-
sidered languages, and also includes 13 more lan-
guages (incl. Russian) in pretraining but not in-
struction tuning. Mixtral-8x7B was pretrained on
the multilingual data with 5 languages’, we use it’s
instruction-tuned version.

System prompt. In our preliminary experiments
we noticed that models sometimes reply in English
even for non-English user queries. This is not an
expected behavior and substantially reduces met-
rics, calculated over groundtruth answers in user
languages. To tackle this, we study various strate-
gies for defining the system prompt, e.g. including
an explicit instruction to reply in the user language,
see Table 2 for all the system prompts that we
consider. Some strategies include translation of
the prompts into user languages: we used Google
Translate and asked native or fluent speakers of
considered languages, employed in our research
laboratory, to check and correct the generated trans-
lations®.

Multilingual QA datasets. We follow (Asai
et al., 2021b) and use MKQA (Longpre et al., 2021)
and XOR-TyDi QA (Asai et al., 2021a) datasets
for evaluation in our experiments. MKQA consists
of 10k examples from the Natural Questions (NQ)
dataset (Kwiatkowski et al., 2019), translated into

®Command-R official languages: Arabic, Brazilian Por-
tuguese, English, French, German, Italian, Japanese, Korean,
Simplified Chinese, and Spanish

"Mixtral official languages: English, French, Italian, Ger-
man, and Spanish

81ssues raised when controlling prompt translation include
(1) wrong semantics of the assistant’s task in translations
which is highly undesirable; (2) choosing between formal
and informal register — we chose informal style for all cases;
(3) complications with translating field-specific terms such as
“named entities”’; (4) absence of the direct translation of the
phrase "You are a helpful assistant" in some languages.
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25 languages. This dataset is therefore parallel
between languages and grounds knowledge primar-
ily in English Wikipedia. In our experiments we
select a subset of 2.7K samples, overlapping be-
tween MKQA and KILT NQ datasets’, thus recov-
ering relevant documents information from KILT
NQ. XOR-TyDi QA comprises 40K information-
seeking questions in 7 languages (of which we us
3K validation questions) and grounds questions in
Wikipedia in the same language as the question
or in English. To provide English for comparison,
we include results for English on the TyDi QA
dataset (Clark et al., 2020). Though both datasets
come with oracle contexts, questions are context-
independent, meaning that they can be understood
without context and the answers are “universal” and
not specific to the provided contexts. This property
is not held for many other multilingual QA datasets,
e.g. some reading comprehension datasets.

Statistics of the used datasets (number of exam-
ples, average lengths) are presented in Table 4. We
select a diverse set of user languages (ULs) to ex-
periment with, including Latin and non Latin script
ones (see Table 1).

Evaluation. Both MKQA and XOR-TyDi QA
contain mostly short answer labels, e.g. a person
name, a date etc. Following common RAG eval-
uation practice and Asai et al. (2021b), we use
lexical matching metrics, i.e. whether ground-truth
or its tokens are contained in the generated answer.
One key difference with (Asai et al., 2021b) is that
we generate answers with off-the-shelf LLMs in a
zero-shot setting, which tend to produce verbose
answers, mostly consisting of full sentences rather
than single-phrase outputs. While this is not a
weakness, it requires adjusting metrics for reliable
evaluation, e.g. prioritize recall over precision and
measure which percentage of tokens contained in
the ground-truth label are contained in the response
generated by the model.

In our preliminary experiments we noticed a pat-
tern arising sometimes in the scenario with cross-
lingual retrieval, when models generate a translit-
eration of named entities in other languages dif-
ferent from the one contained in the ground-truth
label. This is again not a weakness of the system,
but needs to be accounted in the evaluation metric.
Since word-level matching fails to capture similar-
ity in the described case, we propose to evaluate

“NQ dataset in KILT benchmark available at https://
huggingface.co/datasets/kilt_tasks

recall on character n-gram level. We first split
ground-truth labels into tokens, extract all charac-
ter 3-grams from each token and evaluate which
percentage of such ngrams is present in the model-
generated response, see Table 3 for illustration.

In addition to the task metric, we also control
the correct language rate, CLR, which measures
which percentage of model outputs are written in
the user language. We detect languages using
fasttext library (Joulin et al., 2017, 2016) and
its 1id.176.bin model'?. Due to high erroneous
level of language identification for short sequences,
we only evaluate the CRL metric for model re-
sponses longer than 20 characters.

4 Experimental details

Retrieval. We follow (Asai et al., 2021b) and
(Karpukhin et al., 2020) and construct passages
by splitting Wikipedia article into chunks of
100 words (or 100 Unicode characters for non
whitespace separated languages, namely Chinese,
Japanese, and Thai) and prepending the article ti-
tle to each chunk. In most of the experiments we
retrieve either from English Wikipedia (KILT ver-
sion'!) or Wikipedia in the user language'?, but we
also experiment with retrieving from concatenation
of two mentioned Wikipedias and from Wikipedia
in all considered languages. For each question in
the evaluation data, we retrieve 50 relevant pas-
sages and pass them to the reranker to select top-5
relevant ones which will be inserted in the LLM
context during generation.

Generation. We use greedy decoding, limit gen-
eration to maximum 128 new tokens and run all
experiments with model quantized into int4.

Evaluation. We rely on the commonly-used
SQUAD evaluation script!?, but use it on the char-
acter 3-gram level, as discussed in Section 3 and
illustrated in Table 3. We preprocess both ground-
truth labels and predicted responses by lower-
casing them, removing punctuation and articles.

Yhttps://fasttext.cc/docs/en/
language-identification.html
11https://huggingface.co/datasets/facebook/
kilt_wikipedia
Zhttps://huggingface.co/datasets/wikimedia/
wikipedia
Bhttps://github.com/allenai/bi-att-flow/blob/
master/squad/evaluate-v1.1.py
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\ Correct language rate (CRL) \ Character 3-gram recall

| SOLAR-10.7B | Command-R-35B | SOLAR-10.7B |  Command-R-35B
| ko fr m | ko fr m | ko fr m | ko fr ru
Retrieval in English
Reply short (EN) 21.1 71.8 61.0 543 47.2 41.7 17.3 64.1 413 23.8 59.8 32.5
+ reply in UL (EN) 83.4 99.4 98.1 96.8 89.6 80.6 19.5 64.1 55.6 29.8 60.4 41.7
Reply short (UL) 2.8 90.1 59.4 98.3 96.8 94.7 17.9 64.4 41.4 30.0 62.6 50.1
+ reply in UL (UL) 69.3 99.5 99.5 100 98.6 96.5 18.6 64.6 56.6 33.7 62.8 53.2
Retrieval in user languages
Reply short (EN) 24.7 76.9 70.0 99.9 95.8 97.4 16.0 55.8 44.6 28.4 51.7 46.9
+ reply in UL (EN) 61.9 99.4 95.8 100 97.3 97.5 222 55.9 50.4 28.8 515 46.5
Reply short (UL) 9.0 90.3 78.4 100 98.9 98.9 154 55.7 47.1 29.0 54.1 49.0
+ reply in UL (UL) 41.0 99.5 97.7 100 99.0 98.9 18.5 56.1 52.1 28.9 54.0 49.3
No retrieval

Reply short (EN) 7.6 47.3 50.7 94.2 85.1 88.5 12.1 50.1 26.9 22.6 49.0 335
+ reply in UL (EN) 60.5 94.1 84.7 99.2 92.0 93.7 11.0 48.0 31.1 21.9 49.2 322
Reply short (UL) 1.0 73.6 46.3 99.8 92.1 95.3 12.6 52.8 27.1 229 49.4 354
+ reply in UL (UL) 51.5 97.3 97.5 99.9 92.0 98.1 112 51.0 33.8 21.9 47.7 36.4

Table 5: Comparison of system prompts, for two generator models and in three retrieval settings: no retrieval,
retrieval from English Wikipedia and from Wikipedia in user languages (ULs). Retrieval and reranking with
BGE-m3. Colors visualize scores. Main conclusion: both models sometimes reply in English instead of the user
language and it gets maximally addressed by explicitly specifying an instruction to generate response in the user
language and translating the system prompt into the user language ("Reply short + reply in UL (UL)").

| Correct language rate | Char 3-gram recall | Retrieval recall @5 | Char 3-gram recall

| ko fr mo | ko fr ru en | ko fr ru en | ko fr ru en
Retrieval in English No retrieval — — — — 186 526 362 584
BGE-m3 61.5 78.4 77.1 88.5 33.9 66.5 54.9 70.2
Llama-2-7B 4.3 62.8 0.8 174 58.9 21.1 70.8 SPLADE + QT 609 720 719 785 | 329 636 513 660
Solar-10.7B 53.1 99.7 99.7 18.4 64.5 56.7 74.5 BGE-m3 + QT 615 784 711 — 339 665 557 —
Mixtral-8x7B 89.0 95.7 344 227 64.8 329 733 Oracle 100 100 100 100 4.1 704 605 712
Cmd-R-35B 100 99.5 97.8 33.9 66.5 549 70.2

Retrieval in user languages

Table 7: Comparison of retrieval options (retrieval in En-

Llama-2-7B 73 47.6 5.1 13.0 525 20.8 — :
S lorn (e e - R oay glish). Generator: Command-R-35B. BGE-m3: both re-
Mixtral-8x7B 92.5 97.1 64.4 24.1 573 43.2 — 1 1 1 mi
gt g1l 25c IR triever and reranker. SPLADE is coupled with MiniLM

A reranker. QT: query translation. SPLADE+QT for En-

o retrieval A . . .
glish means simply using SPLADE without QT. Re-

Llama-2-7B 50.2 95.6 63.7 7.6 37.9 18.4 48.0 . . .
Solar-10.7B 619 986 982 | 112 | 508 336 617 call@5 is reported for retrieval (before reranking).
Mixtral-8x7B 852 97.5 73.1 13.4 61.8 41.4 67.8 . . . : . :
Cmd-R-35B goem 972 Tosa| 15 MECKE 262 BEE Main conclusion: BGE-m3 enables reliable retrieval in

the cross-lingual scenario.
Table 6: Comparison of generator models (all models
after instruction tuning). Retrieval and reranking with
BGE-m3. Prompt: "Reply short in UL + NE in UL
(UL)" for non-English and "Reply short" for English.
Llama-7B and Solar-10.7B are English-centric, while
Mixtral-8x7B and Command-R-35B are multilingual
by design. CLR in En is always 100%. Colors visual-
ize scores. Main conclusion: using a multilingual-by-
design model is essential to enable generation in a broad

non-English. In what follows we present multi-
ple ablation studies to demonstrate steps needed to
achieve shown results, to better understand the rea-
sons behind the gap with English, and identify fu-
ture research directions. We study the effect of the
system prompt, generator model, retrieval system

set of languages, but English-centric models also exhibit
mRAG capabilities is particular languages.

5 Results and discussion

Table 1 summarizes the results across different lan-
guages on MKQA and XOR TyDi QA datasets. We
observe a high performance improvement brought
by RAG for all languages, but in many cases there
is an important gap in performance in English and

and language. We run ablations on three languages:
French, Korean, and Russian.

Prompting strategy: importance of translating
the system prompt into target languages and
specifying the desired language of the response.
Table 5 summarizes an impact of prompt formu-
lation (defined in Table 2) on RAG performance
with English-centric SOLAR-10.7B and multilin-
gual Command-R-35B models.

The left part reporting Correct Language

182



Rate (CLR) allows us to assess how often the
model replies in the user language. Due to
multilingual pretraining and instruction tuning,
Command-R-35B, equipped with the default system
prompt ("Reply short (EN)"), replies in the user
language in most, but not all, cases. Importantly,
it gets "distracted" by the English context when re-
trieving from English Wikipedia and replies in En-
glish for around 50% of non-English user queries.
English-centric SOLAR-10. 7B, provided with the
default system prompt, also often replies in English.
These results demonstrate the need for using more
advanced language-related prompting strategies for
both models.

Explicitly specifying an instruction to reply in
the given user language, while keeping the system
prompt itself in English ("+ reply in UL (EN)"),
substantially alleviates the problem of generation
in English and correspondingly increases recall, but
still does not enable correct language rate (CRL)
close to 100%. In Appendix Table 9, we also
consider a more generic prompt with a "meta-
instruction” to reply in the same language as the
input language (+ reply in same lang (EN)) and
find that it leads to considerably lower CRL than
explicit language specification.

The further improvement in CRL (and thus re-
call) for both models is enabled by translating the
system prompt into user languages. With the sys-
tem prompt which includes explicit specification
to generate in the given user language and is also
written in the user language, both models achieve
CRL > 95% in most cases (except SOLAR-10.7B
for Korean). Such an approach is however less
convenient in practice, as it requires language ex-
pertise to control the quality of translating prompts
(see footnote 8) and dynamic selection of the sys-
tem prompt based on the user query. We believe
that enabling multilingual LL.Ms to follow in-
structions within mixed-language prompts is an
interesting research direction that would help
to eliminate the need for the described ad-hoc
prompting.

The high CLR is necessary but not sufficient
for high overall performance, as LLMs may use
code-switching and tend to insert English named
entities in their responses in user languages. In Ap-
pendix Table 9 we attempt to alleviate this issue by
augmenting the system prompt with an explicit in-
struction to write all named entities in ULs ("+NE
in ULs"). While it does slightly improve character

3-gram recall for Command-R in many cases, it
does not solve the issue fully. We believe that ad-
dressing the described code-switching problem
is an important direction for future research.

Generator model: importance of using a strong
multilingual base model. Table 6 compares four
considered generator LLMs with and without re-
trieval. We find that Command-R-35B is the only
model which consistently achieves high CLR and
highest ranges of recall for all considered lan-
guages (with advanced prompts discussed above).
Another considered multilingual-by-design model,
Mixtral-8x7B, reaches consistently high CLR and
recall only for French which was present in its pre-
training. English-centric LLAMA-2-chat-7B most
often replies in English. Interestingly, English-
centric SOLAR-10. 7B reaches high CLR and recall
for French and Russian (with advanced prompts).
This could be attributed to its strong capabilities in
prompt understanding and accidental multilingual
data present in pretraining.

Despite Command-R-35B being a leader model
for non-English, its recall in English is much lower
than of English-centric SOLAR-1@. 7B which is pos-
sibly due to the "curse of multilinguality" effect.
This highlights the need for future models which
would be fluent and accurate in both English
and non-English.

Retrieval: high performance of off-the-shelf
multilingual retrievers in the in-domain setting.
In our work we rely on a strong multilingual re-
triever and reranker, BGE-m3, which was shown
by its authors to outperform other approaches on
multilingual retrieval benchmarks. In Table 7 we
evaluate its performance in the cross-lingual set-
ting (documents in English and user queries in non-
English), by comparing to the baselines involving
query translation from user languages to English.
We find that BGE-m3 outperforms a strong En-
glish model, SPLADE, used with translated queries.
We note that BGE-m3 was trained on the datasets
which also use Wikipedia as the document datas-
tore, therefore in our experiments it is used in the
in-domain setting. The retrieval performance in
the multilingual setting with domain-shift is yet
to be explored.

Which language to retrieve from: highest per-
formance with retrieving from multilingual
Wikipedia. Table 1 compares retrieval from En-
glish Wikipedia, Wikipedia in the user language,
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Error type Error count
(out of 50)
ru zh fr
System performance characteristics
Retrieved documents do not contain correct response 4 9 8
Wrong response with correct retrieval 4 7 3
Correct response with named entities in English 5 6 0
Correct response with different transliteration of named entities 6 2 0
Correct response with code switching 2 0 0
Correct response with fluency issues 1 1 0
Extra generated irrelevant text 1 1 2
Data characteristics
Ambiguous question (time-changing fact) 7 8 5
Ambiguous question (other) 3 2 1
Typo in question 1 0 0
Fluency error in question 1 0 1
Labels incomplete 5 11 1
Wrong labels 1 4 7
Labels in English 1 1 0

Table 8: Statistics of manual inspection of 50 random
predictions for MKQA in Russian, Chinese, and French.
Model: Command-R-35B. Retriever and reranker: BGE-
m3, retrieval from English Wiki. Prompt: "Reply short
in UL + NE in UL (UL)."

their union, and also Wikipedia in all considered
languages. In the latter two cases with run retrieval
over the embeddings of passages in multiple lan-
guages, so that the selected passages may be also
in multiple languages.

Comparing retrieval from English and user lan-
guage, we observe different behavior on the two
considered datasets. On the MKQA dataset, re-
trieval from English is more beneficial, which is
expected since questions in MKQA were initially
written by relying on the English Wikipedia and
then translated into other languages. At the same
time, XOR-TyDi QA includes questions grounded
in both English and user languages (see statistics
in Table 2, Longpre et al., 2021), and we observe
that retrieval from Wikipedia in the user language
is more beneficial.

Overall, we find that BGE-m3 also successfully
manages to retrieve from the concatenated multi-
lingual Wikipedia and thus dynamically choose the
more appropriate datastore, often reaching perfor-
mance higher than with any of the two monolingual
Wikipedias.

Best performing configuration to be used as a
strong baseline. Based on the previous experi-
ments, we highlight our best configuration, includ-
ing Command-R-35B generator, BGE-m3 retriever
and reranker, the system prompt ‘Reply short in
UL (UL)*, and retrieval from the concatenation of
Wikipedia in various languages.

Manual inspection of errors. To better analyze
failure cases, we perform a manual analysis of pre-

dictions in French, Chinese, and Russian and report
results in Table 8. We find that system improve-
ments can be made at all steps, including retrieval,
reading from the retrieved documents, addressing
issues with code-switching and occasional fluency
issues in non-English generation. Table 7 confirms
gap in retrieval quality between English and non-
English. Many examples are characterized by dif-
ferent transliteration of named entities which we
take into account in evaluation, by computing lex-
ical match metrics on the character n-gram level.
We underline that the possibility of various pos-
sible transliterations and code switching should
be also kept in mind in the future development
of evaluation metrics. Finally, we notice several
issues with evaluation data, including ambiguous
questions and incomplete or wrong labels, as well
as typos or fluency errors in questions.

6 Conclusion

In this work we study RAG in multilingual settings
and build a strong pipeline to be used as a baseline
in future works. Better understanding of mRAG
would enable reliable information access across
different languages and cultures. We analyze an
impact of each mRAG component impact on over-
all performance and provide guidelines and future
research direction to further improve it.

Possible research directions include:

* The need for stronger multilingual LLMs
and decoding strategies. Our study high-
lights multilingual generation as a weakest
part of the mRAG pipeline, especially with
mixed-language context. We show that even
strongest available multilingual LL.Ms can get
distracted by the language of the prompt, and
require ad-hoc prompting to enable consis-
tent generation in the user language. Even
then, they are still prone to code-switching
especially when writing named entities. We
believe listed limitations could be addressed
by including mixed-language examples in in-
struction tuning or by developing specific de-
coding strategies.

* LLM-based evaluation in multilingual set-
tings. In our work we rely on the lexical
matching-based metrics due to their trans-
parency and interpretability. At the same
time, recent works use LLM-based evaluation
which captures better semantic similarities but
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is currently underexplored in multilingual set-
tings.

* Multi-domain multilingual retrieval. Current
multilingual retrievers and rerankers are pre-
dominantly trained on Wikipedia-based data
which could limit their applicability to other
domains.

Limitations

Following common practice in RAG and as a first
step in mRAG, we run evaluation on the open ques-
tion answering task and with Wikipedia as the data-
store. Important next steps include considering
other tasks and domains.

Some of the standard practice in RAG which
we left out of the scope of this study include
query reformulation component and context post-
processing (e.g. filtering irrelevant passages).
These components are less relevant for the question
answering datasets we studied, but will be more
relevant for other tasks, and should be included in
future work.

We only considered single retriever and reranker
model (Chen et al., 2024) since this is the strongest
open-source multilingual retrieval system available
at the moment of our work, covering many different
languages withing a single model.

Ethics Statement

We do not anticipate negative societal impact from
our work and on the reverse hope that it will help to
broaden the accessibility of modern NLP to other
languages.

7 Acknowledgments

We gratefully appreciate the help of Shuai Wang,
Inyoung Kim, Salah Ait Mokhtar, Carlos Lassance,
Beomseok Lee, Tomi Silander, and Riccardo Volpi.

References

Akari Asai, Jungo Kasai, Jonathan Clark, Kenton Lee,
Eunsol Choi, and Hannaneh Hajishirzi. 2021a. XOR
QA: Cross-lingual open-retrieval question answering.
In Proceedings of the 2021 Conference of the North
American Chapter of the Association for Computa-
tional Linguistics: Human Language Technologies,
pages 547-564, Online. Association for Computa-
tional Linguistics.

Akari Asai, Shayne Longpre, Jungo Kasai, Chia-
Hsuan Lee, Rui Zhang, Junjie Hu, Ikuya Yamada,

185

Jonathan H. Clark, and Eunsol Choi. 2022. MIA
2022 shared task: Evaluating cross-lingual open-
retrieval question answering for 16 diverse languages.
In Proceedings of the Workshop on Multilingual In-
formation Access (MIA), pages 108-120, Seattle,
USA. Association for Computational Linguistics.

Akari Asai, Zeqiu Wu, Yizhong Wang, Avirup Sil, and
Hannaneh Hajishirzi. 2024. Self-RAG: Learning to
retrieve, generate, and critique through self-reflection.
In The Twelfth International Conference on Learning
Representations.

Akari Asai, Xinyan Yu, Jungo Kasai, and Hannaneh
Hajishirzi. 2021b. One question answering model
for many languages with cross-lingual dense passage
retrieval. In NeurIPS.

Jianlv Chen, Shitao Xiao, Peitian Zhang, Kun Luo, Defu
Lian, and Zheng Liu. 2024. Bge m3-embedding:
Multi-lingual, multi-functionality, multi-granularity
text embeddings through self-knowledge distillation.

Nadezhda Chirkova and Vassilina Nikoulina. 2024.
Zero-shot cross-lingual transfer in instruction tuning
of large language models.

Jonathan H. Clark, Eunsol Choi, Michael Collins, Dan
Garrette, Tom Kwiatkowski, Vitaly Nikolaev, and
Jennimaria Palomaki. 2020. TyDi QA: A benchmark
for information-seeking question answering in typo-
logically diverse languages. Transactions of the As-
sociation for Computational Linguistics, 8:454-470.

Alexis Conneau, Kartikay Khandelwal, Naman Goyal,
Vishrav Chaudhary, Guillaume Wenzek, Francisco
Guzmadn, Edouard Grave, Myle Ott, Luke Zettle-
moyer, and Veselin Stoyanov. 2020. Unsupervised
cross-lingual representation learning at scale. In Pro-
ceedings of the 58th Annual Meeting of the Asso-
ciation for Computational Linguistics, pages 8440—
8451, Online. Association for Computational Lin-
guistics.

Albert Q. Jiang, Alexandre Sablayrolles, Antoine
Roux, Arthur Mensch, Blanche Savary, Chris
Bamford, Devendra Singh Chaplot, Diego de las
Casas, Emma Bou Hanna, Florian Bressand, Gi-
anna Lengyel, Guillaume Bour, Guillaume Lam-
ple, Lélio Renard Lavaud, Lucile Saulnier, Marie-
Anne Lachaux, Pierre Stock, Sandeep Subramanian,
Sophia Yang, Szymon Antoniak, Teven Le Scao,
Théophile Gervet, Thibaut Lavril, Thomas Wang,
Timothée Lacroix, and William EI Sayed. 2024. Mix-
tral of experts.

Zhengbao Jiang, Frank Xu, Luyu Gao, Zhiqing Sun,
Qian Liu, Jane Dwivedi-Yu, Yiming Yang, Jamie
Callan, and Graham Neubig. 2023. Active retrieval
augmented generation. In Proceedings of the 2023
Conference on Empirical Methods in Natural Lan-
guage Processing, pages 7969-7992, Singapore. As-
sociation for Computational Linguistics.


https://doi.org/10.18653/v1/2021.naacl-main.46
https://doi.org/10.18653/v1/2021.naacl-main.46
https://doi.org/10.18653/v1/2022.mia-1.11
https://doi.org/10.18653/v1/2022.mia-1.11
https://doi.org/10.18653/v1/2022.mia-1.11
https://openreview.net/forum?id=hSyW5go0v8
https://openreview.net/forum?id=hSyW5go0v8
http://arxiv.org/abs/2402.03216
http://arxiv.org/abs/2402.03216
http://arxiv.org/abs/2402.03216
http://arxiv.org/abs/2402.14778
http://arxiv.org/abs/2402.14778
https://doi.org/10.1162/tacl_a_00317
https://doi.org/10.1162/tacl_a_00317
https://doi.org/10.1162/tacl_a_00317
https://doi.org/10.18653/v1/2020.acl-main.747
https://doi.org/10.18653/v1/2020.acl-main.747
http://arxiv.org/abs/2401.04088
http://arxiv.org/abs/2401.04088
https://doi.org/10.18653/v1/2023.emnlp-main.495
https://doi.org/10.18653/v1/2023.emnlp-main.495

Armand Joulin, Edouard Grave, Piotr Bojanowski,
Matthijs Douze, Hérve Jégou, and Tomas Mikolov.
2016. Fasttext.zip: Compressing text classification
models. arXiv preprint arXiv:1612.03651.

Armand Joulin, Edouard Grave, Piotr Bojanowski, and
Tomas Mikolov. 2017. Bag of tricks for efficient
text classification. In Proceedings of the 15th Con-
ference of the European Chapter of the Association
for Computational Linguistics: Volume 2, Short Pa-
pers, pages 427-431, Valencia, Spain. Association
for Computational Linguistics.

Vladimir Karpukhin, Barlas Oguz, Sewon Min, Patrick
Lewis, Ledell Wu, Sergey Edunov, Dangi Chen, and
Wen-tau Yih. 2020. Dense passage retrieval for open-
domain question answering. In Proceedings of the
2020 Conference on Empirical Methods in Natural
Language Processing (EMNLP), pages 6769-6781,
Online. Association for Computational Linguistics.

Dahyun Kim, Chanjun Park, Sanghoon Kim, Wonsung
Lee, Wonho Song, Yunsu Kim, Hyeonwoo Kim,
Yungi Kim, Hyeonju Lee, Jihoo Kim, Changbae Ahn,
Seonghoon Yang, Sukyung Lee, Hyunbyung Park,
Gyoungjin Gim, Mikyoung Cha, Hwalsuk Lee, and
Sunghun Kim. 2023. Solar 10.7b: Scaling large
language models with simple yet effective depth up-
scaling.

Jaehyung Kim, Jachyun Nam, Sangwoo Mo, Jongjin
Park, Sang-Woo Lee, Minjoon Seo, Jung-Woo Ha,
and Jinwoo Shin. 2024. Sure: Summarizing re-
trievals using answer candidates for open-domain
qa of llms.

Tom Kwiatkowski, Jennimaria Palomaki, Olivia Red-
field, Michael Collins, Ankur Parikh, Chris Alberti,
Danielle Epstein, Illia Polosukhin, Jacob Devlin, Ken-
ton Lee, et al. 2019. Natural questions: a benchmark
for question answering research. Transactions of the
Association for Computational Linguistics, 7:453—
466.

Shayne Longpre, Yi Lu, and Joachim Daiber. 2021.
MKQA: A linguistically diverse benchmark for mul-
tilingual open domain question answering. Transac-
tions of the Association for Computational Linguis-
tics, 9:1389-1406.

Xinbei Ma, Yeyun Gong, Pengcheng He, Hai Zhao,
and Nan Duan. 2023. Query rewriting in retrieval-
augmented large language models. In Proceedings of
the 2023 Conference on Empirical Methods in Natu-
ral Language Processing, pages 5303-5315, Singa-
pore. Association for Computational Linguistics.

Benjamin Muller, Luca Soldaini, Rik Koncel-
Kedziorski, Eric Lind, and Alessandro Moschitti.
2022. Cross-lingual open-domain question answer-
ing with answer sentence generation. In Proceed-
ings of the 2nd Conference of the Asia-Pacific Chap-
ter of the Association for Computational Linguistics
and the 12th International Joint Conference on Natu-
ral Language Processing (Volume 1: Long Papers),

pages 337-353, Online only. Association for Compu-
tational Linguistics.

Tri Nguyen, Mir Rosenberg, Xia Song, Jianfeng Gao,
Saurabh Tiwary, Rangan Majumder, and Li Deng.
2016. Ms marco: A human generated machine read-
ing comprehension dataset.

Ori Ram, Yoav Levine, Itay Dalmedigos, Dor Muhlgay,
Amnon Shashua, Kevin Leyton-Brown, and Yoav
Shoham. 2023. In-context retrieval-augmented lan-
guage models. Transactions of the Association for
Computational Linguistics, 11:1316-1331.

Nikita Sorokin, Dmitry Abulkhanov, Irina Pio-
ntkovskaya, and Valentin Malykh. 2022. Ask me
anything in your native language. In Proceedings of
the 2022 Conference of the North American Chapter
of the Association for Computational Linguistics: Hu-
man Language Technologies, pages 395-406, Seattle,
United States. Association for Computational Lin-
guistics.

NLLB Team, Marta R. Costa-jussa, James Cross, Onur
Celebi, Maha Elbayad, Kenneth Heafield, Kevin Hef-
fernan, Elahe Kalbassi, Janice Lam, Daniel Licht,
Jean Maillard, Anna Sun, Skyler Wang, Guillaume
Wenzek, Al Youngblood, Bapi Akula, Loic Bar-
rault, Gabriel Mejia Gonzalez, Prangthip Hansanti,
John Hoffman, Semarley Jarrett, Kaushik Ram
Sadagopan, Dirk Rowe, Shannon Spruit, Chau
Tran, Pierre Andrews, Necip Fazil Ayan, Shruti
Bhosale, Sergey Edunov, Angela Fan, Cynthia
Gao, Vedanuj Goswami, Francisco Guzman, Philipp
Koehn, Alexandre Mourachko, Christophe Ropers,
Safiyyah Saleem, Holger Schwenk, and Jeff Wang.
2022. No language left behind: Scaling human-
centered machine translation.

Nandan Thakur, Luiz Bonifacio, Xinyu Zhang,
Odunayo Ogundepo, Ehsan Kamalloo, David
Alfonso-Hermelo, Xiaoguang Li, Qun Liu, Boxing
Chen, Mehdi Rezagholizadeh, and Jimmy Lin. 2024.
Nomiracl: Knowing when you don’t know for robust
multilingual retrieval-augmented generation.

Hugo Touvron, Louis Martin, Kevin Stone, Peter Al-
bert, Amjad Almahairi, Yasmine Babaei, Nikolay
Bashlykov, Soumya Batra, Prajjwal Bhargava, Shruti
Bhosale, Dan Bikel, Lukas Blecher, Cristian Canton
Ferrer, Moya Chen, Guillem Cucurull, David Esiobu,
Jude Fernandes, Jeremy Fu, Wenyin Fu, Brian Fuller,
Cynthia Gao, Vedanuj Goswami, Naman Goyal, An-
thony Hartshorn, Saghar Hosseini, Rui Hou, Hakan
Inan, Marcin Kardas, Viktor Kerkez, Madian Khabsa,
Isabel Kloumann, Artem Korenev, Punit Singh Koura,
Marie-Anne Lachaux, Thibaut Lavril, Jenya Lee, Di-
ana Liskovich, Yinghai Lu, Yuning Mao, Xavier Mar-
tinet, Todor Mihaylov, Pushkar Mishra, Igor Moly-
bog, Yixin Nie, Andrew Poulton, Jeremy Reizen-
stein, Rashi Rungta, Kalyan Saladi, Alan Schelten,
Ruan Silva, Eric Michael Smith, Ranjan Subrama-
nian, Xiaoqing Ellen Tan, Binh Tang, Ross Tay-
lor, Adina Williams, Jian Xiang Kuan, Puxin Xu,
Zheng Yan, Iliyan Zarov, Yuchen Zhang, Angela Fan,

186


https://aclanthology.org/E17-2068
https://aclanthology.org/E17-2068
https://doi.org/10.18653/v1/2020.emnlp-main.550
https://doi.org/10.18653/v1/2020.emnlp-main.550
http://arxiv.org/abs/2312.15166
http://arxiv.org/abs/2312.15166
http://arxiv.org/abs/2312.15166
http://arxiv.org/abs/2404.13081
http://arxiv.org/abs/2404.13081
http://arxiv.org/abs/2404.13081
https://doi.org/10.1162/tacl_a_00433
https://doi.org/10.1162/tacl_a_00433
https://doi.org/10.18653/v1/2023.emnlp-main.322
https://doi.org/10.18653/v1/2023.emnlp-main.322
https://aclanthology.org/2022.aacl-main.27
https://aclanthology.org/2022.aacl-main.27
https://www.microsoft.com/en-us/research/publication/ms-marco-human-generated-machine-reading-comprehension-dataset/
https://www.microsoft.com/en-us/research/publication/ms-marco-human-generated-machine-reading-comprehension-dataset/
https://doi.org/10.1162/tacl_a_00605
https://doi.org/10.1162/tacl_a_00605
https://doi.org/10.18653/v1/2022.naacl-main.30
https://doi.org/10.18653/v1/2022.naacl-main.30
http://arxiv.org/abs/2207.04672
http://arxiv.org/abs/2207.04672
http://arxiv.org/abs/2312.11361
http://arxiv.org/abs/2312.11361

Melanie Kambadur, Sharan Narang, Aurelien Ro-
driguez, Robert Stojnic, Sergey Edunov, and Thomas
Scialom. 2023. Llama 2: Open foundation and fine-
tuned chat models.

Zhiruo Wang, Jun Araki, Zhengbao Jiang, Md Rizwan
Parvez, and Graham Neubig. 2023. Learning to filter
context for retrieval-augmented generation.

Fangyuan Xu, Weijia Shi, and Eunsol Choi. 2023. Re-
comp: Improving retrieval-augmented Ims with com-
pression and selective augmentation.

Jiacheng Ye, Xijia Tao, and Lingpeng Kong. 2023. Lan-
guage versatilists vs. specialists: An empirical revis-
iting on multilingual transfer ability.

Ori Yoran, Tomer Wolfson, Ori Ram, and Jonathan Be-
rant. 2024. Making retrieval-augmented language
models robust to irrelevant context. In The Twelfth
International Conference on Learning Representa-
tions.

187


http://arxiv.org/abs/2307.09288
http://arxiv.org/abs/2307.09288
http://arxiv.org/abs/2311.08377
http://arxiv.org/abs/2311.08377
http://arxiv.org/abs/2310.04408
http://arxiv.org/abs/2310.04408
http://arxiv.org/abs/2310.04408
http://arxiv.org/abs/2306.06688
http://arxiv.org/abs/2306.06688
http://arxiv.org/abs/2306.06688
https://openreview.net/forum?id=ZS4m74kZpH
https://openreview.net/forum?id=ZS4m74kZpH

‘ Correct language rate (CRL) ‘ Character 3-gram recall

\ SOLAR-10.7B | Command-R-35B \ SOLAR-10.7B |  Command-R-35B

| ko fr ru | ko fr ru | ko fr ru | ko fr ru

Retrieval in English

Reply short + reply in same lang (EN) 519 912 909 | 678 643 535 | 177 [NEABNN 5257 248 U606 350
Reply short + reply in UL (EN) 834 [ 994 981 | 968 896 806 | 195 641 556 | 298 = 604 417
Reply short + reply in UL (UL) 693 995 995 100 986 965 | 186 646 566 | 337 628 532

Reply short + reply in UL + NE in UL (UL) 53.1 99.7 99.7 100 99.5 97.8 18.4 64.5 56.7 339 66.5 54.9

Retrieval in user languages

Reply short + reply in same lang (EN) 323 92.0 91.0 99.9 96.8 97.5 18.0 555 49.4 28.7 SI3 46.6
Reply short + reply in UL (EN) 61.9 99.4 95.8 100 97.3 97.5 22.2 55.9 50.4 28.8 51.5 46.5
Reply short + reply in UL (UL) 41.0 99.5 97.7 100 99.0 98.9 18.5 56.1 52.1 289 54.0 49.3

Reply short + reply in UL + NE in UL (UL) 28.8 99.5 98.7 100 99.8 99.1 17.6 55.9 512 29.6 55.1 49.4

No retrieval

Reply short + reply in same lang (EN) 25.7 70.8 69.1 91.8 84.3 84.9 10.5 47.0 274 21.9 47.1 319
Reply short + reply in UL (EN) 60.5 94.1 84.7 99.2 92.0 93.7 11.0 48.0 31.1 21.9 49.2 322
Reply short + reply in UL (UL) 51.5 97.3 97.5 99.9 92.0 98.1 11.2 51.0 33.8 21.9 41.7 36.4

Reply short + reply in UL + NE in UL (UL) 61.9 98.6 98.2 99.6 97.4 98.3 11.2 50.8 33.6 18.6 526 36.2

Table 9: Results for additional considered system prompts, for two generator models and in three retrieval settings:
no retrieval, retrieval from English Wikipedia and from Wikipedia in user languages (ULs). Retrieval and reranking
with BGE-m3. Colors visualize scores. Main conclusion: (1) Specifying a meta-instruction to reply in the same
language as input language ("Reply short + reply in same lang (EN)") performs worse than explicitly specifying
the user language ("Reply short in UL (EN)"). (2) Including an instruction to generate named entities in the user
language ("+ NE in UL") slightly improves results in some cases but does not solve the problem of code switching
fully.
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