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Abstract

Document-level relation extraction typically re-
lies on text-based encoders and hand-coded
pooling heuristics to aggregate information
learned by the encoder. In this paper, we lever-
age the intrinsic graph processing capabilities
of the Transformer model and propose replac-
ing hand-coded pooling methods with new to-
kens in the input, which are designed to aggre-
gate information via explicit graph relations in
the computation of attention weights. We intro-
duce a joint text-graph Transformer model and
a graph-assisted declarative pooling (GADePo)
specification of the input, which provides ex-
plicit and high-level instructions for informa-
tion aggregation. GADePo allows the pooling
process to be guided by domain-specific knowl-
edge or desired outcomes but still learned by
the Transformer, leading to more flexible and
customisable pooling strategies. We evaluate
our method across diverse datasets and models
and show that our approach yields promising
results that are consistently better than those
achieved by the hand-coded pooling functions.

1 Introduction

Document-level relation extraction is an important
task in natural language processing, which involves
identifying and categorising meaningful relation-
ships between entities within a document, as ex-
emplified in Figure 1. This task is foundational to
many applications, including knowledge base pop-
ulation and completion (Banko et al., 2007; Ji et al.,
2020), information retrieval and extraction (Man-
ning et al., 2008; Theodoropoulos et al., 2021),
question answering (Chen et al., 2017; Feng et al.,
2022) and sentiment analysis (Pang and Lee, 2008),
to name a few.

Standard methods that approach this challenge
generally employ pretrained text-based encoders
(Devlin et al., 2019; Beltagy et al., 2019; Zhuang
et al., 2021; Cui et al., 2021), which are responsi-
ble for capturing the nuances of information con-
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Figure 1: Document from the Re-DocRED (Tan et al.,
2022b) dataset involving multiple entities and labels.

Subject entity (red) and object entity
(blue) express relations "developer" and "publisher".

Other entities are indicated as (white).

tained in the entity mentions and their contextual
surroundings. Previous successful methods of-
ten then use hand-coded pooling heuristics to ag-
gregate the information learned by the encoder,
with some aimed at creating entity representations,
while others directly exploiting the pattern of at-
tention weights to capture context aware relations
between entity mentions (Zhou et al., 2021; Xiao
et al., 2022; Tan et al., 2022a; Ma et al., 2023).
These pooling heuristics can be very effective at
leveraging the information in a pretrained encoder.
However, as shown in Conneau et al. (2017); Jia
et al. (2019); Reimers and Gurevych (2019); Choi
et al. (2021), the selection of an appropriate pool-
ing function can be model-dependent, task-specific,
resource-intensive and time-consuming to deter-
mine, thereby limiting flexibility.

In this paper, we address these issues with a new
approach where we leverage the intrinsic graph
processing capabilities of the Transformer model
(Vaswani et al., 2017), leveraging insights from the
work of Mohammadshahi and Henderson (2020);
Henderson (2020); Mohammadshahi and Hender-
son (2021); Henderson et al. (2023). They argue
that attention weights and graph relations are func-
tionally equivalent and show how to incorporate
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structural dependencies between input elements
by simply adding relation features to the attention
functions. Transformers easily learn to integrate
these relation features into their pretrained atten-
tion functions, resulting in very successful graph-
conditioned models (Mohammadshahi and Hen-
derson, 2021; Miculicich and Henderson, 2022;
Mohammadshahi and Henderson, 2023). Given
this effective method for integrating explicit graphs
with pretrained attention functions, we propose to
use the attention function itself for aggregation. We
replace the rigid pooling methods with new tokens
which act as aggregation nodes, plus explicit graph
relations which steer the aggregation.

We introduce a joint text-graph Transformer
model and a graph-assisted declarative pooling
(GADePo) method' that leverages these special
tokens and graph relations, to provide an explicit
high-level declarative specification for the infor-
mation aggregation process. By integrating these
graphs in the attention functions of a pretrained
model, GADePo exploits the pretrained embed-
dings and attention patterns but still has the flex-
ibility of being trained on data. This enables the
pooling to be guided by domain-specific knowl-
edge or desired outcomes but still learned by the
Transformer, opening up a more customisable but
still data-driven relation extraction process.

We evaluate our method across diverse datasets
and models commonly employed in document-
level relation extraction tasks, and show that our
approach yields promising results that are consis-
tently better than those achieved by the hand-coded
pooling functions.

Contributions We propose a new method for
exploiting pretrained Transformer models which
replaces hand-coded aggregation functions with ex-
plicit graph relations and aggregation nodes. We
introduce a novel form of joint text-graph Trans-
former model. We evaluate our approach across
various datasets and models, showing that it yields
promising results that are consistently better than
those achieved by hand-coded pooling functions.

2 Related Work

In recent studies, the scope of relation extraction
has been expanded to include not only individ-
ual sentences but entire documents. This exten-
sion, known as document-level relation extraction,

"https://github.com/idiap/gadepo

presents a more realistic and challenging scenario
as it seeks to extract relations both within sentences
and across multiple sentences (Yao et al., 2019).
Transformer-based (Vaswani et al., 2017) models
have shown great potential in addressing this task.

Wang et al. (2019) and Tang et al. (2020) show
that the BiLSTM-based (Hochreiter and Schmidhu-
ber, 1997) baselines lack the capacity to model
complex interactions between multiple entities.
They propose a more robust approach, which con-
sists of using the pretrained BERT (Devlin et al.,
2019) model and a two-step prediction process, i.e.,
first identifying if a link between two entities exists,
followed by predicting the specific relation type.

GAIN (Zeng et al., 2020) leverages BERT as a
text encoder and GCNs (Kipf and Welling, 2017)
to process two types of graphs, one at mention level
and another at entity level, showing notable perfor-
mance in inter-sentence and inferential scenarios.

Mohammadshahi and Henderson (2020, 2021)
propose the G2GT model and show how to lever-
age the intrinsic graph processing capabilities of
the Transformer model by incorporating structural
dependencies between input elements as features
input to the self-attention weight computations.

SSAN (Xu et al., 2021) leverages this idea and
considers the structure of entities. It employs a
transformation module that creates attentive biases
from this structure to regulate the attention flow
during the encoding phase.

DocuNet (Zhang et al., 2021) reformulates the
task as a semantic segmentation problem. It em-
ploys a U-shaped segmentation module and an en-
coder module to capture global interdependencies
and contextual information of entities, respectively.

PL-Marker (Ye et al., 2022) introduces a method
that takes into account the interplay between spans
via a neighbourhood-oriented and subject-oriented
packing approach, highlighting the importance of
capturing the interrelation among span pairs in re-
lation extraction tasks.

SAIS (Xiao et al., 2022) explicitly models key
information sources such as relevant contexts and
entity types. It improves extraction quality and
interpretability, while also boosting performance
through evidence-based data augmentation and en-
semble inference.

KD-DocRE (Tan et al., 2022a) proposes a semi-
supervised framework with three key components.
Firstly, an axial attention module enhances per-
formance in handling two-hop relations by captur-
ing the interdependence of entity pairs. Secondly,


https://github.com/idiap/gadepo

Proposed Method

ZEEN
A A

o

|
!
|
[ Transformer Encoder (ATLOP) ]:[ Joint Text-Graph Transformer Encoder (GADePo) ]
A A A A & a a : a a2 a A A a a a a
. . . . . | .
PR
|

Previous Method !

Text —Graph

Figure 2: Comparison between the previous method ATLOP (left) and the proposed method GADePo (right),
illustrating the document in Figure 1 containing two entities (red and blue), each with two mentions. In ATLOP, the
mentions’ encoder outputs are aggregated into entity representations h., and the encoder’s attention weights are used
to identify which outputs to aggregate for entity-pair representations ¢(>°). In GADePo, the textual input is extended
to include the graph special tokens <ent> for entity representations and <pent> for entity-pair representations, and
explicit directional graph relations specify their associated mentions. A joint text-graph Transformer model is then
used to encode this declarative pooling specification graph and compute the relevant aggregations.

an adaptive focal loss solution addresses the class
imbalance issue. Lastly, the framework employs
knowledge distillation to improve robustness and
overall effectiveness by bridging the gap between
human-annotated and distantly supervised data.

DREEAM (Ma et al., 2023) is a method designed
to enhance document-level relation extraction by
addressing memory efficiency and annotation limi-
tations in evidence retrieval. It employs evidence
as a supervisory signal to guide attention and in-
troduces a self-training strategy to learn evidence
retrieval without requiring evidence annotations.

SAIS (Xiao et al., 2022), KD-DocRE (Tan et al.,
2022a), and DREEAM (Ma et al., 2023) have been
built upon the foundations of ATLOP (Zhou et al.,
2021). ATLOP introduces two innovative tech-
niques, adaptive thresholding, and localised con-
text pooling, to address challenges in multi-label
and multi-entity problems. Adaptive thresholding
employs a learnable entities-dependent threshold,
replacing the global threshold used in previous ap-
proaches for multi-label classification (Peng et al.,
2017; Christopoulou et al., 2019; Nan et al., 2020;
Wang et al., 2020). Localised context pooling lever-
ages the attention patterns of a pretrained language
model to identify and extract relevant context cru-
cial for determining the relation between entities,
using specific hand-coded pooling functions.

3 Background

The foundational work of ATLOP (Zhou et al.,
2021) has been the basis of many State-of-the-Art
(SotA) models (Xiao et al., 2022; Tan et al., 2022a;
Ma et al., 2023). Given the problems with hand-
coded pooling functions, discussed in Section 1,
we aim to provide a new baseline that can serve
as the foundation for future SotA models. For this
reason, we evaluate our proposed models by com-
paring them to this established baseline. Our goal
is to demonstrate that our method not only achieves
results comparable to or better than ATLOP, but
also offers a novel approach which addresses its
limitations. To provide a better understanding of
ATLOP and its components, we present a detailed
breakdown in the left portion of Figure 2, which
we elaborate on in this section.

3.1 Problem Formulation

The document-level relation extraction task in-
volves analysing a document D that contains a
set of entities Ep= {el}‘fDl‘. The main objec-
tive is to determine the presence or absence of
various relation types between all entity pairs
(€55 €0)s,0e€,5+0> Where the subject and object en-
tities are denoted as e and e,,, respectively. A key
aspect to consider is that an entity can appear mul-
tiple times in the document, resulting in a cluster of



multiple mentions M.={m;} Lfl"" for each entity

e. The set of relations is defined as R U (), where ()
represents the absence of a relation, often referred
to as "no-relation". Given the clusters of mentions
M., and M., the task consists of a multi-label
classification problem where there can be multiple
relations between entities e; and e,,.

3.2 Previous Method: ATLOP

Text Encoding A special token * is added at
the start and end of every mention. Tokens

TD:{ti}Lle' are encoded via a Pretrained Lan-
guage Model (PLM) as follows:

H,A=PLM(Tp), (1

where H € R!7p1xd and A e RIToIXI7ol repre-
sent the token embeddings and the average atten-
tion weights of all attention heads, respectively,
extracted from the last layer of the PLM.

Entity Embedding (EE) For each individual en-
tity e with mentions M.={m,} Li/lf‘, an entity em-
bedding k. € R? is computed as follows:

|Me|
h. = log Z exp(Hp,), (2)
i=1

where H,,, € R? is the embedding of the special
token x* at the starting position of mention m;. The
choice of the logsumexp pooling function is based
on the research conducted by Jia et al. (2019). Their
study offers empirical evidence that supports the
use of this pooling function over others, as it facil-
itates accumulating weak signals from individual
mentions, thanks to its smoother characteristics.

Localised Context Embedding (LCE) ATLOP
introduces the concept of localised context em-
bedding to accommodate the variations in rele-
vant mentions and context for different entity pairs
(es, €0). Since the attention mechanism in the PLM
captures the importance of each token within the
context, it can be used to determine the context
relevant for both entities. The importance of each
token can be computed from the cross-token depen-
dencies matrix A obtained in Equation 1. When
evaluating entity eg, the importance of individual
tokens is determined by examining the cross-token
dependencies across all mentions associated with
es, denoted as M., . Initially, ATLOP collects and
averages the attention A,,, € RI7pl at the special
token * preceding each mention m; € M.,. This

process results in @, € RI7Pl, which represents the
importance of each token concerning entity e (and
analogously a, for e,). Subsequently, the impor-
tance of each token for a given entity pair (es, €,),
denoted as ¢ e RI7P!, is computed using a
and a,, as follows:

g = =2, 3)

where o represents the Hadamard product. Con-
sequently, q>) represents a distribution that indi-
cates the importance of each token for both tokens
in (es, €,). Finally, the localised context embed-
ding is computed as follows:

) = HT gl 4)
So ¢(#°) e RY corresponds to a weighted average
over all token embeddings that are important for
both e and ¢,,.

Relation Classification and Loss Function The
representations h._, h., and c(*°) are input to a
relation classifier, and the full model is fine-tuned
to predict the relation labels for (es, €,). The rela-
tion classifier and its loss function are detailed in
Appendix Subsection A.1.

4 Proposed Method: GADePo

We propose to avoid the reliance on the EE (i.e., h.)
and LCE (i.e., ¢(*)) heuristic aggregation func-
tions by leveraging Transformers’ attention func-
tions to do aggregation. Given the observation
of Henderson (2020); Mohammadshahi and Hen-
derson (2020, 2021); Henderson et al. (2023) that
attention weights and graph relations are function-
ally equivalent, we introduce the inductive biases
of EE and LCE directly into the model’s input as
graph relations.

Our proposed graph-assisted declarative pooling
(GADePo) method replaces the hand-coded aggre-
gation functions EE and LCE with a declarative
graph specification. By using the intrinsic graph
processing capabilities of the Transformer model,
the specified graph serves as an explicit high-level
directive for the information aggregation process of
the Transformer. By inputting the graph relations
to the Transformer’s self-attention layers, GADePo
enables the aggregation to be steered by domain-
specific knowledge or desired outcomes, while still
allowing it to be learned by the Transformer, open-
ing up the possibility for a more tailored and cus-
tomised yet data-driven relation extraction.



Our GADePo model is illustrated in the right por-
tion of Figure 2. We address both EE and LCE
with the introduction of two special tokens, <ent>
(i.e., entity) and <pent> (i.e., pair entity), and two
explicit graph relations of types <ent> <— * and
<pent> <— x* in both directions, where * repre-
sents the special token at the starting position of a
specific mention. The set of relations is specified
as ¢;; € C which each identify the relation label
from ¢ to j. Each of these relation labels is asso-
ciated with an embedding vector of dimension d,
as are the special token inputs <ent> and <pent>.
These two special tokens are added to the PLM’s
vocabulary of input tokens, while relation label em-
beddings are input to the self-attention functions
for every pair of related tokens. These new em-
beddings represent learnable parameters that are
trained during the PLM fine-tuning on the down-
stream tasks. As reported in Appendix Subsection
A.2, GADePo adds a negligible number of extra
parameters, namely only the special token inputs
and the graph directional relation inputs.

Special Token <ent> To tackle the EE pooling
function, we add to the input tokens 7p as many
<ent> special tokens as entities in the document.
This way each entity e has a corresponding en-
tity token <ent> in the input. We connect each
<ent> token with its corresponding cluster of men-
tions Me:{mi}iffl, and vice-versa. The two
graph relations we use are thus <ent> — * and
x — <ent>, where % represents the special to-
ken at the starting position of mention m;. Each
<ent> token receives the same <ent> embedding,
with no positional encoding, since each one collec-
tively represents a set of mentions from different
positions in the input graph. These identical inputs
are only disambiguated through the connections to
and from mentions expressed as the <ent> — x
and * — <ent> graph relations. These relations
tell the self-attention mechanism to use the <ent>
token to aggregate information from the associated
mentions, and thus the <ent> tokens have a direct
correspondence to the computed h. in Equation 2.

Special Token <pent> ATLOP performs infor-
mation filtering by calculating via Equation 4 a
localised context embedding (LCE) c(5°) that is
dependent on the cross-token attention matrix A
output by the PLM. The intuition behind it is that
the dependencies between different tokens are en-
coded as attention weights. We propose a straight-

forward adjustment of the input graph used for the
EE pooling to effectively model and capture these
dependencies. To address the LCE pooling func-
tion, we add to the input tokens 7p as many <pent>
special tokens as the number of all possible pairs of
entities. Each special token <pent> thus refers to
a pair of entities (es, €,). We connect each <pent>
token with each mention in the two clusters of men-
tions /\/les:{mi}ﬁ/ll‘%| and /\/leo:{mi}y:lfo' and
vice-versa. Since the attention weights used in LCE
are computed from these mention embeddings, we
expect that they are sufficient for the Transformer
to learn to find the relevant contexts. The two
graph relations we use are thus <pent> — x
and *x — <pent>. Analogously to the <ent>
tokens, the <pent> tokens all receive the same
<pent>embedding, with no positional embeddings,
and thus are only disambiguated by their different
<pent> — * and * — <pent> graph relations.
These relations tell the <pent> token to pay atten-
tion to its associated mentions, which in turn allows
it to find the relevant context shared by these men-
tions. Thus, each <pent> token can be seen as
having a direct correspondence to the computed
¢(*°) in Equation 4.

All equations relative to the relation classifica-
tion and the corresponding loss function reported
in Appendix Subsection A.1 remain valid as we
merely substitute the hand-coded computations of
h. and ¢(*©) with the embeddings of <ent> and
<pent>, respectively.

Text-Graph Encoding We follow Mohammad-
shahi and Henderson (2020, 2021); Henderson et al.
(2023) in leveraging the intrinsic graph processing
capabilities of the Transformer model by incorpo-
rating graph relations as relation embeddings input
to the self-attention function. For every pair of
input tokens 77, the pre-softmax attention weight
ei; € Ris computed from both the respective to-
ken embeddings x;, x; € R, and an embeddings
of the graph relation c¢;; between the i-th and j-th
tokens. However, we change the attention weight
computation to:

_ x;Wq diag(LN(cijWo)) (z;Wik) "
€ij = vd )

)
where Wq, Wi € R4 represent the query and
key matrices, respectively. c;; € {0, 1}/l rep-
resents a 0/1 encoded label of the graph rela-
tion between the i-th and j-th input elements, and
We € RICIXd represents the relations’ embedding




Re-DocRED HacRED
Model Aggregation Ien i Fy P R P
ATLOP* P 75.27 75.92 | 7627 76.83 76.55
GADePo (ours) | <ent> 75.55 76.38 | 74.13 79.46 76.70
ATLOP** he ; (59 76.82 77.56 | 77.89 76.55 77.21
ATLOP* h. ; c(s°) 77.62  78.38 | 76.36 78.86 77.59
GADePo (ours) | <ent>;<pent> | 77.70 78.40 | 78.27 79.03 78.65

Table 1: Comparative analysis between the previous method ATLOP and the proposed method GADePo on the test
set. ATLOP™* indicates our reimplementation of the previous method. For Re-DocRED and HacRED we report in
percentage the results obtained by Tan et al. (2022b) (ATLOP®) and Cheng et al. (2021) (ATLOP?), respectively.
The results are reported in terms of F} scores, Precision (P), and Recall (R), following the same metrics reported in
prior research specific to each dataset. Ign F; denotes the F} score that excludes relational facts shared between the
training and evaluation sets. We also comply with the standard practice where test scores are determined based on
the best checkpoint from five training runs with distinct random seeds.

matrix, so ¢;;W¢ is the embedding of the rela-
tion between ¢ and j. Finally, LN stands for the
Layer Norm operation and diag returns a diago-
nal matrix.

Compared to the standard attention function,
where ¢;; = x;Wg(z;Wi) " /Vd, the relation
embedding determines a weighting of the different
dimensions. This is a novel way to condition on
the relation embedding compared to the original
formulation, which only models query-relation in-
teractions (Mohammadshahi and Henderson, 2020).
This change is motivated by our task requiring
a more flexible formulation which models query-
relation-key interactions via a multiplicative mech-
anism, without requiring a full d x d matrix of bi-
linear parameters. This way, a key will be relevant
to a query only when both agree on the relation.
In preliminary experiments, we explored various
methods for biasing attention and found that the
formulation presented in Equation 5 produced the
best results.

5 Experiments

5.1 Datasets and Models

Re-DocRED (Tan et al., 2022b) is a revisited
version of the DocRED (Yao et al., 2019) dataset.
It is built from English Wikipedia and Wikidata
and contains both distantly-supervised and human-
annotated documents with named entities, corefer-
ence data, and intra- and inter-sentence relations,
supported by evidence. It requires analysing mul-
tiple sentences to identify entities, establish their
relationships, and integrate information from the
entire document. We comply with the model used
by the authors and employ the RoBERTa; sgce
(Zhuang et al., 2021) model in our experiments.

HacRED (Cheng et al., 2021) is a large-scale,
high-quality Chinese document-level relation ex-
traction dataset, with a special focus on practical
hard cases. As the authors did not provide specific
information about the model used in their study,
we conducted our experiments using the Chinese
BERTg,sg with whole word masking model (Cui
et al., 2021).

Datasets statistics Re-DocRED and HacRED
exhibit notable distinctions in their statistics, as
summarised in Table 2. Re-DocRED comprises
a larger number of facts, entities per document,
and relations compared to HacRED. This indicates
a potentially richer and more extensive dataset in
terms of factual information and relationship types.
However, HacRED contains more documents and
may present a broader range of scenarios for rela-
tion extraction, including more challenging cases,
as it has been specifically created with a focus on
practical hard cases.

Statistic Re-DocRED | HacRED
Facts 120,664 65,225
Relations 96 26
Documents 4,053 9,231
Average Entities 19.4 10.8

Table 2: Re-DocRED and HacRED human-annotated
datasets statistics.

5.2 Results and Discussion

We follow the standard practice from prior research
and report the results of our experiments on the
Re-DocRED and HacRED datasets in Table 1 and
Figure 4. For all datasets and models, we provide
our reimplementation of the ATLOP baseline (indi-
cated as ATLOP™), which achieves or surpasses pre-
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Figure 3: Attention weights A from GADePo via Equation 1 for the document in Figure 1. For clarity, only a subset
of <ent> and document tokens are shown on the y-axis (queries) and z-axis (keys), respectively.

viously reported results for ATLOP, and compare
the proposed GADePo model against this model.
We evaluate all datasets using the £’ metric. For
Re-DocRED, Ign F (or Ignored FY) is also re-
ported, and refers to the F) score that excludes
relational facts that are shared between the training
and development/test sets. This is done to avoid
potential biases in the evaluation metrics due to
overlap in content between the sets, which might
not reflect the model’s ability to generalise to truly
unseen data. For HacRED, we adhere to the for-
mat introduced by Cheng et al. (2021) and report
also the Precision (P) and Recall (R) metrics. We
comply with previous research and report the test
score achieved by the best checkpoint on the de-
velopment set. In Appendix Subsection A.4, we
additionally present the mean and standard devia-
tion on the development set, calculated from five
training runs with distinct random seeds. We also
provide in Appendix Subsection A.4, the same set
of experiments conducted on the original DocRED
dataset. Training details and hyperparameters are
outlined in Appendix Subsection A.3.

Re-DocRED Results We evaluate our proposed
GADePo method against the previous ATLOP
method in two stages, first comparing the use of
<ent> tokens against the use of EE pooling (h.),
and then comparing our full model against the full
ATLOP model, including <pent> tokens and LCE
pooling (¢(*9), respectively.

Table 1 highlights the effectiveness of our pro-
posed method. When comparing h, with <ent>,
we observe a noticeable improvement in both Ign
Fy and F} scores, achieving 75.55% and 76.38%
respectively, compared to 75.27% and 75.92% at-
tained by ATLOP*. This demonstrates the practical
utility of employing the special token <ent> for in-
formation aggregation. This is illustrated in the at-
tention weights heatmap in Figure 3. Incorporating
¢(*°) and <pent> into the comparison, GADePo
maintains performance parity with the significantly

enhanced ATLOP*, which outperformed ATLOP®
from Tan et al. (2022b). The latter improvement
suggests that a more refined hyperparameter search
can lead to performance gains, as evidenced by
the increase in F; score from 77.56% to 78.38%.
GADePo achieves an Fj score of 78.40%, affirm-
ing its competitive edge and the effectiveness of
employing <pent> for aggregation.

Model Aggregation Ign F} I3

ATLOP* he 76.39 76.97
GADePo (ours) | <ent> 76.99 77.79
ATLOP* he ; (59 77.49  78.09
GADePo (ours) | <ent>; <pent> | 77.50 78.15

Table 3: Re-DocRED results on the test set following
prior finetuning on the distantly supervised dataset.

Table 3 illustrates the results obtained with prior
finetuning on the distantly supervised dataset,
which contains approximately 100K documents
(Yao et al., 2019). Interestingly, distant supervi-
sion appears to have a slightly negative impact on
the results of both methods when incorporating
c(*° or <pent>. However, it proves to be highly
beneficial when utilising solely h, or <ent> for
aggregation. This suggests that although distant
supervision might introduce noise into the training
process, it can also provide valuable information
that improves model generalisation, particularly
when leveraging simpler feature representations
like h. and <ent>, possibly due to their robustness
in capturing essential information amidst noise.

HacRED Results We observe a similar pattern
to Re-DocRED, with ATLOP* displaying a slight
performance advantage over ATLOP® from Cheng
et al. (2021) (Table 1). On this dataset, GADePo
shows a significantly improved performance, pri-
marily driven by a substantial increase in Recall
(R), indicating that the GADePo model is more
effective at identifying relevant instances. As al-
ready reported for the Re-DocRED dataset, the
performance boost after the inclusion of ¢(5°) and
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Figure 4: Performance of ATLOP* (h. ; c(59)) and GADePo (<ent> ; <pent>) on the development set under
varying data availability conditions on Re-DocRED (4a) and HacRED (4b). The z-axis represents the percentage
and number of documents from the training dataset, while the y-axis displays the F} score in percentage. Each point
on the graph represents the mean value, while error bars indicate the standard deviation derived from five distinct

training runs with separate random seeds.

<pent> into ATLOP* and GADePo, respectively,
highlight the significant contributions of these fea-
tures. GADePo outperforms ATLOP* with an F3
score of 78.65% compared to 77.59%. This larger
improvement on HacRED suggests that GADePo
is better at handling challenging cases, which is not
surprising given its greater flexibility over the fixed
pooling functions of ATLOP.

Data Ablation To evaluate the models’ sensitiv-
ity to dataset size, the performance evaluation de-
picted in Figure 4 compares ATLOP* (h, ; c(*%))
and GADePo (<ent> ; <pent>) on the develop-
ment set, considering different levels of training
data availability on the Re-DocRED and HacRED
datasets. Accuracies generally converge as the
dataset sizes increase, but on the challenging cases
of HacRED, GADePo maintains a substantial ad-
vantage across the full range. On Re-DocRED,
GADePo catches up with and slightly outperforms
ATLOP* as data size increases. This lower per-
formance on smaller datasets is presumably be-
cause GADePo must learn how to exploit the graph
relations to the special tokens <ent> and <pent>
and pool information through them, whereas for
ATLOP this pooling is hand-coded. On the Re-
DocRED dataset, ATLOP* appears to have rela-
tively consistent variance, while GADePo exhibits
higher variance in the smaller training sets, while
on the HacRED dataset, GADePo is significantly
more stable for smaller datasets.

The data ablation analysis shows that the per-
formance of hand-coded pooling functions can be
dataset-specific, which restricts their adaptability.
In contrast, GADePo consistently outperforms its

hand-coded counterparts on larger datasets, and
matches them on all but some smaller datasets,
presumably due to its flexibility. This pattern sug-
gests that GADePo has a greater potential for op-
timisation, particularly on larger datasets. This
is supported by GADePo’s better performance on
HacRED, which is both larger and designed to be
more challenging than Re-DocRED.

6 Conclusion

In this paper we proposed a novel approach to
document-level relation extraction, challenging the
conventional reliance on hand-coded pooling func-
tions for information aggregation. Our method
leverages the power of Transformer models by
incorporating explicit graph relations as instruc-
tions for information aggregation. By combining
graph processing with text-based encoding, we
introduced the graph-assisted declarative pooling
(GADePo) specification, which allows for more
flexible and customisable specification of pooling
strategies which are still learned from data.

We conducted evaluations using diverse datasets
and models commonly employed in document-
level relation extraction tasks. The results of our ex-
periments demonstrated that our approach achieves
promising performance that is comparable to or bet-
ter than that of hand-coded pooling functions. This
suggests that our method can serve as a viable basis
for other relation extraction methods, providing a
more adaptable and tailored approach. In partic-
ular, recent methods have improved performance
by exploiting information about evidence, which
can naturally be incorporated in our graph-based
approach.



Limitations

While the proposed GADePo model offers a
promising and innovative approach to relation ex-
traction, there are issues which the current study
does not address. According to the data in Ap-
pendix Table 2, the average number of entities per
document across datasets is approximately 15. This
means that, on average, there will be an additional
15 <ent> tokens and 105 <pent> tokens. Given
that the maximum allowable input length for the
models is 512 tokens, the inclusion of these extra
tokens results in roughly a 3% and 20% increase
in the overall input length for <ent> and <pent>,
respectively. It’s evident that the majority of the
increase in input length is due to the quadratic num-
ber of <pent> special tokens, but we believe that
an appropriate pruning strategy could easily reduce
this number to linear in the number of entities with-
out degrading accuracy. One such pruning strategy
could involve an <ent>-only model with a binary
classifier which is trained to predict pairs of related
entities. This model could then be used to prune
the set of candidate entity pairs for the final relation
classification, with <pent> tokens being instanti-
ated only for these candidate pairs. We have chosen
to leave this approach as a potential avenue for fu-
ture work, opting instead to focus on demonstrating
the promise of the current simpler formulation.

Ethics Statement

We do not anticipate any ethical concerns related to
our work, as it primarily presents an alternative ap-
proach to a previously proposed method. Our main
contribution lies in introducing a novel method-
ology for relation extraction. In our experiments,
we use the same datasets and pretrained models as
previous research, all of which are publicly avail-
able. However, it is important to acknowledge that
these datasets and models may still require further
examination for potential fairness issues and the
knowledge they encapsulate.

Acknowledgements

We extend our special gratitude to the Swiss
National Science Foundation (SNSF) and Re-
search Foundation — Flanders (FWO) for fund-
ing this work under grants 200021E_189458 and
G094020N.

References

Michele Banko, Michael J. Cafarella, Stephen Soder-
land, Matthew Broadhead, and Oren Etzioni. 2007.
Open information extraction from the web. In
CACM.

Iz Beltagy, Kyle Lo, and Arman Cohan. 2019. SciB-
ERT: A pretrained language model for scientific text.
In Proceedings of the 2019 Conference on Empirical
Methods in Natural Language Processing and the
9th International Joint Conference on Natural Lan-
guage Processing (EMNLP-1IJCNLP), pages 3615—
3620, Hong Kong, China. Association for Computa-
tional Linguistics.

Dangi Chen, Adam Fisch, Jason Weston, and Antoine
Bordes. 2017. Reading Wikipedia to answer open-
domain questions. In Proceedings of the 55th Annual
Meeting of the Association for Computational Lin-
guistics (Volume 1: Long Papers), pages 1870—1879,
Vancouver, Canada. Association for Computational
Linguistics.

Qiao Cheng, Juntao Liu, Xiaoye Qu, Jin Zhao, Jiaging
Liang, Zhefeng Wang, Baoxing Huai, Nicholas Jing
Yuan, and Yanghua Xiao. 2021. HacRED: A large-
scale relation extraction dataset toward hard cases in
practical applications. In Findings of the Association
for Computational Linguistics: ACL-IJCNLP 2021,
pages 2819-2831, Online. Association for Computa-
tional Linguistics.

Hyunjin Choi, Judong Kim, Seongho Joe, and
Youngjune Gwon. 2021. Evaluation of bert and albert
sentence embedding performance on downstream nlp
tasks. 2020 25th International Conference on Pattern
Recognition (ICPR), pages 5482-5487.

Fenia Christopoulou, Makoto Miwa, and Sophia Ana-
niadou. 2019. Connecting the dots: Document-level
neural relation extraction with edge-oriented graphs.
In Proceedings of the 2019 Conference on Empirical
Methods in Natural Language Processing and the
9th International Joint Conference on Natural Lan-
guage Processing (EMNLP-IJCNLP), pages 4925—
4936, Hong Kong, China. Association for Computa-
tional Linguistics.

Alexis Conneau, Douwe Kiela, Holger Schwenk, Loic
Barrault, and Antoine Bordes. 2017. Supervised
learning of universal sentence representations from
natural language inference data. In Proceedings of
the 2017 Conference on Empirical Methods in Nat-
ural Language Processing, pages 670-680, Copen-
hagen, Denmark. Association for Computational Lin-
guistics.

Yiming Cui, Wanxiang Che, Ting Liu, Bing Qin, and
Ziqing Yang. 2021. Pre-training with whole word
masking for chinese bert. IEEE/ACM Trans. Audio,
Speech and Lang. Proc., 29:3504-3514.

Jacob Devlin, Ming-Wei Chang, Kenton Lee, and
Kristina Toutanova. 2019. BERT: Pre-training of


https://doi.org/10.18653/v1/D19-1371
https://doi.org/10.18653/v1/D19-1371
https://doi.org/10.18653/v1/P17-1171
https://doi.org/10.18653/v1/P17-1171
https://doi.org/10.18653/v1/2021.findings-acl.249
https://doi.org/10.18653/v1/2021.findings-acl.249
https://doi.org/10.18653/v1/2021.findings-acl.249
https://api.semanticscholar.org/CorpusID:231709235
https://api.semanticscholar.org/CorpusID:231709235
https://api.semanticscholar.org/CorpusID:231709235
https://doi.org/10.18653/v1/D19-1498
https://doi.org/10.18653/v1/D19-1498
https://doi.org/10.18653/v1/D17-1070
https://doi.org/10.18653/v1/D17-1070
https://doi.org/10.18653/v1/D17-1070
https://doi.org/10.1109/TASLP.2021.3124365
https://doi.org/10.1109/TASLP.2021.3124365
https://doi.org/10.18653/v1/N19-1423

deep bidirectional transformers for language under-
standing. In Proceedings of the 2019 Conference of
the North American Chapter of the Association for
Computational Linguistics: Human Language Tech-
nologies, Volume 1 (Long and Short Papers), pages
41714186, Minneapolis, Minnesota. Association for
Computational Linguistics.

William Falcon and The PyTorch Lightning team. 2019.
PyTorch Lightning.

Yue Feng, Zhen Han, Mingming Sun, and Ping Li.
2022. Multi-hop open-domain question answering
over structured and unstructured knowledge. In Find-
ings of the Association for Computational Linguistics:
NAACL 2022, pages 151-156, Seattle, United States.
Association for Computational Linguistics.

James Henderson. 2020. The unstoppable rise of com-
putational linguistics in deep learning. In Proceed-
ings of the 58th Annual Meeting of the Association
for Computational Linguistics, pages 6294-6306, On-
line. Association for Computational Linguistics.

James Henderson, Alireza Mohammadshahi, Andrei Co-
man, and Lesly Miculicich. 2023. Transformers as
graph-to-graph models. In Proceedings of the Big
Picture Workshop, pages 93—-107, Singapore. Associ-
ation for Computational Linguistics.

Sepp Hochreiter and Jiirgen Schmidhuber. 1997. Long
short-term memory. Neural Computation, 9:1735—
1780.

Shaoxiong Ji, Shirui Pan, E. Cambria, Pekka Marttinen,
and Philip S. Yu. 2020. A survey on knowledge
graphs: Representation, acquisition, and applications.
IEEE Transactions on Neural Networks and Learning
Systems, 33:494-514.

Robin Jia, Cliff Wong, and Hoifung Poon. 2019.
Document-level n-ary relation extraction with multi-
scale representation learning. In Proceedings of the
2019 Conference of the North American Chapter of
the Association for Computational Linguistics: Hu-
man Language Technologies, Volume 1 (Long and
Short Papers), pages 3693-3704, Minneapolis, Min-
nesota. Association for Computational Linguistics.

Thomas N. Kipf and Max Welling. 2017. Semi-
supervised classification with graph convolutional
networks. In International Conference on Learning
Representations (ICLR).

Liyuan Liu, Haoming Jiang, Pengcheng He, Weizhu
Chen, Xiaodong Liu, Jianfeng Gao, and Jiawei Han.
2020. On the variance of the adaptive learning rate
and beyond. In International Conference on Learn-
ing Representations.

Youmi Ma, An Wang, and Naoaki Okazaki. 2023.
DREEAM: Guiding attention with evidence for im-
proving document-level relation extraction. In Pro-
ceedings of the 17th Conference of the European
Chapter of the Association for Computational Lin-
guistics, pages 1971-1983, Dubrovnik, Croatia. As-
sociation for Computational Linguistics.

10

Christopher D. Manning, Prabhakar Raghavan, and Hin-
rich Schiitze. 2008. Introduction to Information Re-
trieval. Cambridge University Press.

Lesly Miculicich and James Henderson. 2022. Graph
refinement for coreference resolution. In Findings of
the Association for Computational Linguistics: ACL
2022, pages 27322742, Dublin, Ireland. Association
for Computational Linguistics.

Alireza Mohammadshahi and James Henderson. 2020.
Graph-to-graph transformer for transition-based de-
pendency parsing. In Findings of the Association
for Computational Linguistics: EMNLP 2020, pages
3278-3289, Online. Association for Computational
Linguistics.

Alireza Mohammadshahi and James Henderson. 2021.
Recursive non-autoregressive graph-to-graph trans-
former for dependency parsing with iterative refine-
ment. Transactions of the Association for Computa-
tional Linguistics, 9:120—138.

Alireza Mohammadshahi and James Henderson. 2023.
Syntax-aware graph-to-graph transformer for seman-
tic role labelling. In Proceedings of the 8th Workshop
on Representation Learning for NLP (Repl4NLP
2023), pages 174—186, Toronto, Canada. Association
for Computational Linguistics.

Guoshun Nan, Zhijiang Guo, Ivan Sekulic, and Wei Lu.
2020. Reasoning with latent structure refinement for
document-level relation extraction. In Proceedings
of the 58th Annual Meeting of the Association for
Computational Linguistics, pages 1546—1557, Online.
Association for Computational Linguistics.

Bo Pang and Lillian Lee. 2008. Opinion mining and
sentiment analysis. Found. Trends Inf. Retr., 2:1-135.

Adam Paszke, Sam Gross, Francisco Massa, Adam
Lerer, James Bradbury, Gregory Chanan, Trevor
Killeen, Zeming Lin, Natalia Gimelshein, Luca
Antiga, Alban Desmaison, Andreas Kopf, Edward
Yang, Zachary DeVito, Martin Raison, Alykhan Te-
jani, Sasank Chilamkurthy, Benoit Steiner, Lu Fang,
Junjie Bai, and Soumith Chintala. 2019. PyTorch:
An Imperative Style, High-Performance Deep Learn-
ing Library. In Advances in Neural Information Pro-
cessing Systems 32, pages 8024—-8035. Curran Asso-
ciates, Inc.

Nanyun Peng, Hoifung Poon, Chris Quirk, Kristina
Toutanova, and Wen-tau Yih. 2017. Cross-sentence
n-ary relation extraction with graph LSTMs. Trans-
actions of the Association for Computational Linguis-
tics, 5:101-115.

Nils Reimers and Iryna Gurevych. 2019. Sentence-
BERT: Sentence embeddings using Siamese BERT-
networks. In Proceedings of the 2019 Conference on
Empirical Methods in Natural Language Processing
and the 9th International Joint Conference on Natu-
ral Language Processing (EMNLP-IJCNLP), pages
3982-3992, Hong Kong, China. Association for Com-
putational Linguistics.


https://doi.org/10.18653/v1/N19-1423
https://doi.org/10.18653/v1/N19-1423
https://doi.org/10.5281/zenodo.3828935
https://doi.org/10.18653/v1/2022.findings-naacl.12
https://doi.org/10.18653/v1/2022.findings-naacl.12
https://doi.org/10.18653/v1/2020.acl-main.561
https://doi.org/10.18653/v1/2020.acl-main.561
https://doi.org/10.18653/v1/2023.bigpicture-1.8
https://doi.org/10.18653/v1/2023.bigpicture-1.8
https://doi.org/10.18653/v1/N19-1370
https://doi.org/10.18653/v1/N19-1370
https://openreview.net/forum?id=rkgz2aEKDr
https://openreview.net/forum?id=rkgz2aEKDr
https://doi.org/10.18653/v1/2023.eacl-main.145
https://doi.org/10.18653/v1/2023.eacl-main.145
https://doi.org/10.1017/CBO9780511809071
https://doi.org/10.1017/CBO9780511809071
https://doi.org/10.18653/v1/2022.findings-acl.215
https://doi.org/10.18653/v1/2022.findings-acl.215
https://doi.org/10.18653/v1/2020.findings-emnlp.294
https://doi.org/10.18653/v1/2020.findings-emnlp.294
https://doi.org/10.1162/tacl_a_00358
https://doi.org/10.1162/tacl_a_00358
https://doi.org/10.1162/tacl_a_00358
https://doi.org/10.18653/v1/2023.repl4nlp-1.15
https://doi.org/10.18653/v1/2023.repl4nlp-1.15
https://doi.org/10.18653/v1/2020.acl-main.141
https://doi.org/10.18653/v1/2020.acl-main.141
http://papers.neurips.cc/paper/9015-pytorch-an-imperative-style-high-performance-deep-learning-library.pdf
http://papers.neurips.cc/paper/9015-pytorch-an-imperative-style-high-performance-deep-learning-library.pdf
http://papers.neurips.cc/paper/9015-pytorch-an-imperative-style-high-performance-deep-learning-library.pdf
https://doi.org/10.1162/tacl_a_00049
https://doi.org/10.1162/tacl_a_00049
https://doi.org/10.18653/v1/D19-1410
https://doi.org/10.18653/v1/D19-1410
https://doi.org/10.18653/v1/D19-1410

Qingyu Tan, Ruidan He, Lidong Bing, and Hwee Tou
Ng. 2022a. Document-level relation extraction with
adaptive focal loss and knowledge distillation. In
Findings of the Association for Computational Lin-
guistics: ACL 2022, pages 1672—1681, Dublin, Ire-
land. Association for Computational Linguistics.

Qingyu Tan, Lu Xu, Lidong Bing, Hwee Tou Ng, and
Sharifah Mahani Aljunied. 2022b. Revisiting Do-
cRED - addressing the false negative problem in re-
lation extraction. In Proceedings of the 2022 Con-
ference on Empirical Methods in Natural Language
Processing, pages 8472—-8487, Abu Dhabi, United
Arab Emirates. Association for Computational Lin-
guistics.

Hengzhu Tang, Yanan Cao, Zhenyu Zhang, Jiangxia
Cao, Fang Fang, Shi Wang, and Pengfei Yin. 2020.
Hin: Hierarchical inference network for document-
level relation extraction. In Advances in Knowledge
Discovery and Data Mining: 24th Pacific-Asia Con-
ference, PAKDD 2020, Singapore, May 11-14, 2020,
Proceedings, Part I 24, pages 197-209. Springer.

Christos Theodoropoulos, James Henderson, An-
drei Catalin Coman, and Marie-Francine Moens.
2021. Imposing relation structure in language-model
embeddings using contrastive learning. In Proceed-
ings of the 25th Conference on Computational Nat-
ural Language Learning, pages 337-348, Online.
Association for Computational Linguistics.

Ashish Vaswani, Noam M. Shazeer, Niki Parmar, Jakob
Uszkoreit, Llion Jones, Aidan N. Gomez, Lukasz
Kaiser, and Illia Polosukhin. 2017. Attention is all
you need. In NIPS.

Difeng Wang, Wei Hu, Ermei Cao, and Weijian Sun.
2020. Global-to-local neural networks for document-
level relation extraction. In Proceedings of the 2020
Conference on Empirical Methods in Natural Lan-
guage Processing (EMNLP), pages 3711-3721, On-
line. Association for Computational Linguistics.

Hong Wang, Christfried Focke, Rob Sylvester, Nilesh
Mishra, and William Yang Wang. 2019. Fine-
tune bert for docred with two-step process. ArXiv,
abs/1909.11898.

Thomas Wolf, Lysandre Debut, Victor Sanh, Julien
Chaumond, Clement Delangue, Anthony Moi, Pier-
ric Cistac, Tim Rault, Remi Louf, Morgan Funtow-
icz, Joe Davison, Sam Shleifer, Patrick von Platen,
Clara Ma, Yacine Jernite, Julien Plu, Canwen Xu,
Teven Le Scao, Sylvain Gugger, Mariama Drame,
Quentin Lhoest, and Alexander Rush. 2020. Trans-
formers: State-of-the-art natural language processing.
In Proceedings of the 2020 Conference on Empirical
Methods in Natural Language Processing: System
Demonstrations, pages 38—45, Online. Association
for Computational Linguistics.

Yuxin Xiao, Zecheng Zhang, Yuning Mao, Carl Yang,
and Jiawei Han. 2022. SAIS: Supervising and aug-
menting intermediate steps for document-level re-

11

lation extraction. In Proceedings of the 2022 Con-
ference of the North American Chapter of the As-
sociation for Computational Linguistics: Human
Language Technologies, pages 2395-2409, Seattle,
United States. Association for Computational Lin-
guistics.

Benfeng Xu, Quan Wang, Yajuan Lyu, Yong Zhu,
and Zhendong Mao. 2021. Entity structure within
and throughout: Modeling mention dependencies
for document-level relation extraction. Proceedings
of the AAAI Conference on Artificial Intelligence,
35(16):14149-14157.

Yuan Yao, Deming Ye, Peng Li, Xu Han, Yankai Lin,
Zhenghao Liu, Zhiyuan Liu, Lixin Huang, Jie Zhou,
and Maosong Sun. 2019. DocRED: A large-scale
document-level relation extraction dataset. In Pro-
ceedings of the 57th Annual Meeting of the Associa-
tion for Computational Linguistics, pages 764-777,
Florence, Italy. Association for Computational Lin-
guistics.

Deming Ye, Yankai Lin, Peng Li, and Maosong Sun.
2022. Packed levitated marker for entity and relation
extraction. In Proceedings of the 60th Annual Meet-
ing of the Association for Computational Linguistics
(Volume 1: Long Papers), pages 4904-4917, Dublin,
Ireland. Association for Computational Linguistics.

Shuang Zeng, Runxin Xu, Baobao Chang, and Lei Li.
2020. Double graph based reasoning for document-
level relation extraction. In Proceedings of the 2020
Conference on Empirical Methods in Natural Lan-
guage Processing (EMNLP), pages 1630-1640, On-
line. Association for Computational Linguistics.

Ningyu Zhang, Xiang Chen, Xin Xie, Shumin Deng,
Chuangi Tan, Mosha Chen, Fei Huang, Luo Si, and
Huajun Chen. 2021. Document-level relation extrac-
tion as semantic segmentation. In International Joint
Conference on Artificial Intelligence.

Wenxuan Zhou, Kevin Huang, Tengyu Ma, and Jing
Huang. 2021. Document-level relation extraction
with adaptive thresholding and localized context pool-
ing. In Proceedings of the AAAI Conference on Arti-
ficial Intelligence.

Liu Zhuang, Lin Wayne, Shi Ya, and Zhao Jun. 2021. A
robustly optimized BERT pre-training approach with
post-training. In Proceedings of the 20th Chinese
National Conference on Computational Linguistics,
pages 1218-1227, Huhhot, China. Chinese Informa-
tion Processing Society of China.

A Appendix

A.1 ATLOP: Relation Classification and Loss
Function

Relation Classification To predict the relation
between the subject entity e, and object entity e,,
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ATLOP first generates context-aware subject and
object representations as follows:

z; = tanh(Wlhe,; 9] +b,)  (6)
2, = tanh(W,[he,; 9] + b,), (7)
where zg, 2, € RY, [; -] represents the concatena-

tion of two vectors, and Wy, W, € Rx2d together
with by, b, € R¢ are trainable parameters. Then,
the entity pair representation is computed as:

£(5:9)

=25 ® 2o, 3
where (%) € R? and ® stands for the vectorised
Kronecker product. Finally, relation scores are
computed as:

y*?) = W,z + b, ©)
where y(*2) e RIRI with W, e RIRIXd* and
b, € RI®l representing learnable parameters. The
probability of relation r € R between the subject
and object entities is computed as follows:

P(r]s,0) = o(y*), (10)
where o is the sigmoid function. To reduce the
number of parameters in the classifier, a grouped
function is used, which splits the embedding di-
mensions into k equal-sized groups and applies the
function within the groups as follows:

zo = [z 23] (1)
Zo = [zi; ;zlg] (12)
o(50) = [z (0] (13)
k ‘ _
Yy =" Wizt b, (14)
=1

55 2o € R¥/k and Wi e
RIRI*d*/k This way, the number of parameters
can be reduced from d? to d?/k.

where 2%, 2zt € Rd/k, x(5:0)°

Loss Function ATLOP introduces the adaptive
thresholding loss concept. This approach involves
training a model to learn a hypothetical threshold
class TH, which dynamically adjusts for each rela-
tion class » € R. During training, for each entity
pair (e, €,), the loss enforces the model to gener-
ate scores above TH for positive relation classes
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Rp and scores below TH for negative relation
classes R . The loss is computed as follows:

(570))
oYy

exp(yy
s#or€Rp

2 erpuriy €2P(Y

cap(ys?)

D eRNUTH} exp(ys”)

('ls’o))

(15)

A.2 GADePo’s Extra Parameters

GADePo introduces few extra parameters to the
PLM. The amount of parameters is reported in Ta-
ble 4.

Parameter Model
RoBERTa; sggg BERTgasE
<ent> 1024 768
<pent> 1024 768
<ent> — * 24 x 1024 12 x 768
x* — <ent> 24 x 1024 12 x 768
<pent> — % 24 x 1024 12 x 768
* — <pent> 24 x 1024 12 x 768
Total 100,352 38,400

Table 4: GADePo’s extra parameters count.

The introduction of these parameters results in
only a minimal increase in the overall parameter
count of the models. Specifically, GADePo’s aug-
mentation amounts to a mere 0.036% increase over
the BERTj;, s model. In contrast, even a slight in-
crease of just one unit in BERTy 55 ’s hidden dimen-
sions would result in a 0.139% parameter increase,
which is roughly four times greater than the aug-
mentation introduced by GADePo. Given that such
a small change is incompatible with other architec-
tural constraints, such as the number of heads, it is
implausible that this minimal augmentation would
solely account for the observed performance gains.

This indicates that the performance improve-
ments are largely due to the effective inductive bias
introduced by GADePo, rather than the increase in
parameter count. The same rationale applies to the
results observed with ROBERTa; srge.-

A.3 Training Details

We generally comply with the hyperparameters of
ATLOP and set the output dimension in Equation
6 and Equation 7 to 768. We also set the block size
in Equation 11 and Equation 12 to 64, i.e., k = 12.

In all our experiments we perform early stopping
on the development set based on the Ign F} + F}



score for DocRED and Re-DocRED, and F} score
for HacRED. The five different seeds we use are
{73,21,37,7,3}.

We use RAdam (Liu et al., 2020) as our opti-
miser. On the RoBERTa, rge based models we
train for 8 epochs and set the learning rates to
3e~® and le™* for the PLM parameters and the
new additional parameters, respectively. On the
BERTg,se based models we train for 10 epochs
and set the learning rates to 1e~> and 1e~* for the
PLM parameters and the new additional parame-
ters, respectively. We use a cosine learning rate
decay throughout the training process.

In all our experiments the batch size is set to 4
for ATLOP and 2 for GADePo, with gradient accu-
mulation set to 1 and 2, for ATLOP and GADePo,
respectively. We clip the gradients to a max norm
of 1.0. All models are trained with mixed precision.

We run our experiments on two types of
GPUs, namely the NVIDIA V100 32GB for the
RoOBERTa, srgr based models and NVIDIA RTX
3090 24GB for the BERTy,s based models, re-
spectively.

We use PyTorch (Paszke et al., 2019), Light-
ning (Falcon and The PyTorch Lightning team,
2019), and Hugging Face’s Transformers (Wolf
et al., 2020) libraries to develop our models.

A.4 Additional Results

Re-DocRED and HacRED Table 5 and Table
6 present additional results for Re-DocRED and
HacRED, respectively. In addition to the results
outlined in Section 5, these tables include the mean
and standard deviation on the development set, cal-
culated from five training runs with distinct random
seeds, as reported in Appendix Subsection A.3.

DocRED results The DocRED (Yao et al., 2019)
dataset consists of 56,354 facts, 96 relations,
5, 053 documents, and 26.2 average number of en-
tities per document. In line with the approach taken
for Re-DocRED and HacRED, Table 7 and Figure
5 illustrate the results for DocRED.
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Figure 5: Performance of ATLOP* (h. ; c(*9)) and
GADePo (<ent> ; <pent>) on the development set un-
der varying data availability conditions on DocRED.
The x-axis represents the percentage and number of
documents from the training dataset, while the y-axis
displays the F} score in percentage. Each point on the
graph represents the mean value, while error bars in-
dicate the standard deviation derived from five distinct
training runs with separate random seeds.



Dev Test
Model Aggregation Ign F Fi Ign Fy Fi
ATLOP* e 75.46 £0.16 76.16 £0.16 | 75.27 75.92
GADePo (ours) | <ent> 75.46 £0.20 76.31+0.24 | 75.55 76.38
ATLOP® h. ; c(59) 76.79 77.46 76.82  77.56
ATLOP* he ; c(59 77.75+0.08 78.41+0.10 | 77.62 78.38
GADePo (ours) | <ent>; <pent> | 77.48 £0.12 78.194+0.14 | 77.70 78.40

Table 5: Results in percentage for the development and test sets of Re-DocRED. We report the results obtained by
Tan et al. (2022b) (ATLOP*®) on Re-DocRED. ATLOP* indicates our reimplementation of the previous method. We
report the mean and standard deviation of Ign F} and F on the development set, calculated from five training runs
with distinct random seeds. We report the test score achieved by the best checkpoint on the development set. Ign Fy
refers to the F score that excludes relational facts shared between the training and development/test sets.

Dev Test
Model Aggregation P R I3 P R I3
ATLOP* he 77.37+0.22 77.40+0.31 77.39+0.13 | 76.27 76.83 76.55
GADePo (ours) | <ent> 72.96 +0.96 79.224+1.20 75.96+0.99 | 74.13 79.46 76.70
ATLOP® he ; 50 — — — 7789 76.55 77.21
ATLOP* he ; c(50) 7718+ 0.14 77.984+0.66 77.58+0.36 | 76.36 78.86 77.59
GADePo (ours) | <ent>; <pent> | 75.98 +0.94 80.54 +0.72 78.19+0.19 | 78.27 79.03 78.65

Table 6: Results in percentage for the development and test sets of HacRED. We report the results obtained by
Cheng et al. (2021) (ATLOP®) on HacRED. ATLOP* indicates our reimplementation of the previous method. We
report the mean and standard deviation of Precision (P), Recall (R) and F} on the development set, calculated
from five training runs with distinct random seeds. We report the test score achieved by the best checkpoint on the
development set.

Dev Test
Model Aggregation Ign Fy Ign Fy F
ATLOP* h. 59.66 + 0.20 61.60 +0.21 | 59.22  61.37
GADePo (ours) | <ent> 59.04 +0.52 61.18 +0.46 | 59.30 61.63
ATLOP° h. ; c(59) 61.32+0.14 63.18+0.19 | 61.39 63.40
ATLOP* h. ; c(5°) 61.41 +0.26 63.38+0.28 | 61.62 63.72
GADePo (ours) | <ent>; <pent> | 61.19 £0.55 63.26 =0.48 | 61.52 63.75

Table 7: Results in percentage for the development and test sets of DocRED. We report the results obtained by Zhou
etal. (2021) (ATLOP®) on DocRED. ATLOP* indicates our reimplementation of the previous method. We report
the mean and standard deviation of Ign F} and Fj on the development set, calculated from five training runs with
distinct random seeds. We report the test score achieved by the best checkpoint on the development set. Ign F}
refers to the F score that excludes relational facts shared between the training and development/test sets.

14



