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Abstract

This paper explores the integration of graph
knowledge from linguistic ontologies into mul-
tilingual Large Language Models (LLMs) us-
ing adapters to improve performance for low-
resource languages (LRLSs) in sentiment analy-
sis (SA) and named entity recognition (NER).
Building upon successful parameter-efficient
fine-tuning techniques, such as K-ADAPTER
(Wangetal., 2021) and MAD-X (Pfeiffer et al.,
2020), we propose a similar approach for incor-
porating knowledge from multilingual graphs,
connecting concepts in various languages with
each other through linguistic relationships, into
multilingual LLMs for LRLs. Specifically, we
focus on eight LRLs —Maltese, Bulgarian, In-
donesian, Nepali, Javanese, Uyghur, Tibetan,
and Sinhala — and employ language-specific
adapters fine-tuned on data extracted from the
language-specific section of ConceptNet, aim-
ing to enable knowledge transfer across the
languages covered by the knowledge graph.
We compare various fine-tuning objectives, in-
cluding standard Masked Language Modeling
(MLM), MLM with full-word masking, and
MLM with targeted masking, to analyze their
effectiveness in learning and integrating the ex-
tracted graph data. Through empirical evalua-
tion on language-specific tasks, we assess how
structured graph knowledge affects the perfor-
mance of multilingual LLMs for LRLs in SA
and NER, providing insights into the potential
benefits of adapting language models for low-
resource scenarios.

1 Introduction

In recent years, the advancement of multilingual
Large Language Models (LLMs) (Devlin et al.,
2019; Conneau et al., 2020; Xue et al., 2021) has
revolutionized the field of natural language pro-
cessing (NLP), enabling impressive performance
across various languages. However, these mod-
els often struggle with low-resource languages
(LRLs), where limited data availability affects

their effectiveness (Wu and Dredze, 2020). To ad-
dress this limitation, researchers have explored in-
tegrating external knowledge sources into multilin-
gual LLMs to enhance their performance in both
high-resource and low-resource contexts (Wang
et al., 2021; Lauscher et al., 2020; Pfeiffer et al.,
2020) via adapters (Houlsby et al., 2019) and full
fine-tuning.

Adapters, introduced by Houlsby et al. (2019),
are small modules inserted between the layers
of a model and trained while the model is kept
frozen. Previous work has used such Adapters
to integrate external knowledge into LLMs. For
instance, Wang et al. (2021) demonstrated im-
provements in relation classification, entity typ-
ing, and question answering tasks by integrat-
ing graph knowledge from Wikidata (Vrandeci¢
and Krotzsch, 2014) into RoBERTa (Liu et al.,
2019) using adapters. Similarly, Lauscher et al.
(2020) enhanced BERT (Devlin et al., 2019) with
graph knowledge from ConceptNet (Speer et al.,
2017), achieving significant performance gains on
tasks requiring common-sense knowledge. How-
ever, these efforts primarily focused on the En-
glish language. In contrast, Pfeiffer et al. (2020)
addressed low-resource languages by integrating
textual knowledge from Wikipedia into XLM-
R (Conneau et al., 2020) via language adapters.
Their approach demonstrated improvements over
the baseline model for named entity recognition
(NER) task.

Motivated by recent advancements in the inte-
gration of graph knowledge into language models,
particularly for English, this paper investigates the
incorporation of graph knowledge from linguis-
tic ontologies, specifically ConceptNet, into mul-
tilingual LLMs particularly for LRLs. Injecting
such data might be beneficial due to the scarcity
of training data for these languages and the addi-
tional semantic and multilingual information pro-
vided by knowledge graphs (Miller, 1995; Speer



et al., 2017). Our focus is on a subset of LRLs,
aiming to extend the success observed in graph
knowledge integration to linguistically diverse and
resource-scarce contexts. We work with Maltese,
Bulgarian, Indonesian, Nepali, Javanese, Uyghur,
Tibetan, and Sinhala, identified as low-resource
according to Joshi et al. (2020). Our primary
objective is to evaluate whether injecting multi-
lingual graph knowledge, connecting various lan-
guages through linguistic relationships, into pre-
trained multilingual LLMs through adapters im-
proves performance for LRLs. We train language-
specific adapters on ConceptNet data using differ-
ent objective functions, including standard Masked
Language Modeling (MLM) (Devlin et al., 2019),
MLM with full-word masking (Cui et al., 2021),
and MLM with targeted masking, and evaluate the
downstream performance of the adapted model on
sentiment analysis (SA) and NER tasks.

Our work extends existing advancements by
proposing an approach that utilizes adapters to in-
tegrate graph knowledge specifically for LRLs, fol-
lowing a modular design similar to the one intro-
duced by Pfeiffer et al. (2020). Our contributions
include:

e Low-Resource Languages Focus: Unlike
prior works on graph knowledge integration
(Lauscher et al., 2020; Wang et al., 2021), our
research concentrates explicitly on improv-
ing multilingual LLMs through the external
graph knowledge injection for low-resource
scenarios.

e Exploiting Various Knowledge Sources
and Types: We investigate the integration
of language adapters based on Wikipedia and
ConceptNet, both individually and in combi-
nation. This expands the approach of Pfeiffer
et al. (2020), which solely utilized Wikipedia
data, enabling a comprehensive assessment
of different knowledge sources’ impact on
model performance. We assume that lan-
guage models can benefit from the multilin-
gual connections in ConceptNet.

e Single-Language Training Approach: In
contrast to the multilingual transfer learning
approach used by Pfeiffer et al. (2020), which
primarily focuses on cross-lingual adaptation,
our methodology involves training language
and task adapters using data in the same
LRL. This training strategy aims to maximize

model performance and adaptability to the
specific linguistic characteristics of each tar-
get language.

Multi-Head Attention

Figure 1: Proposed method. One of the Wiki or Con-
ceptNet language adapters is used during inference.
The outputs then go to a task adapter, which is followed
by a classification head. If fusion is specified, the fu-
sion mechanism is activated.

Our study provides insights into the potential
benefits of adapting multilingual LLMs for low re-
source scenarios, contributing to the ongoing ex-
ploration of multilingual language model adapta-
tion and graph knowledge integration.

The complete code for our experiments is pub-
licly available on GitHub'.

2 Related Work

Our work extends recent advancements in inte-
grating external graph knowledge into pre-trained
LLMs (Lauscher et al., 2020; Wang et al., 2021)
and adapting pre-trained multilingual LLMs to
specific languages (Pfeiffer et al., 2020). We use
the methodologies proposed in these studies as a
foundation for enhancing the performance of mul-
tilingual LLMs on downstream tasks, particularly
for LRLs. To this end, we provide the overview of
these methods as well as other strategies of adapt-
ing multilingual LLMs to LRLs (Artetxe et al.,

'https://github.com/d-gurgurov/
Injecting-Commonsense-Knowledge—-into—-LLMs


https://github.com/d-gurgurov/Injecting-Commonsense-Knowledge-into-LLMs
https://github.com/d-gurgurov/Injecting-Commonsense-Knowledge-into-LLMs

2020; Muller et al., 2021; Vernikos and Popescu-
Belis, 2021; Pfeiffer et al., 2022).

2.1 Adapter-based Knowledge Integration

In our approach, we draw inspiration from re-
cently proposed adapter-based knowledge integra-
tion techniques, particularly the concept of K-
Adapters (Wang et al., 2021) and the work by
Lauscher et al. (2020). K-Adapters introduced a
novel approach for injecting knowledge into pre-
trained models like RoBERTa (Liu et al., 2019)
without modifying their original parameters. This
method utilizes two types of adapters dedicated
to factual and linguistic knowledge, demonstrating
improvements in tasks such as entity typing and
question answering. Factual adapters are trained
with a relation classification objective using data
aligned from Wikipedia text to Wikidata triplets
(Vrandeci¢ and Krotzsch, 2014), while linguistic
adapters are trained with a dependency relation
prediction objective using linguistic information
obtained from available dependency parsers.

Similarly, Lauscher et al. (2020) explored in-
jecting external knowledge, specifically from Con-
ceptNet (Speer et al., 2017) and the Open Mind
Common Sense (OMCS) corpus (Singh et al.,
2002), into language models. They introduced two
boosted models: CN-ADAPT and OM-ADAPT.
CN-ADAPT involves creating a synthetic corpus
through random traversal of the ConceptNet graph,
with adapter parameters learned through Masked
Language Modeling (MLM) training on this syn-
thetic corpus. In OM-ADAPT, adapter parameters
are learned directly through MLM training on the
OMCS corpus. Both models employ a parameter-
efficient adapter-based architecture (Houlsby et al.,
2019), injecting bottleneck adapters into BERT’s
(Devlin et al., 2019) transformer layers.

An approach similar to ours is presented in Hou
et al. (2022), who however make stronger assump-
tions on the training data (such as the alignment of
entities in the data with a knowledge graph) and
rather train models to represent entities explicitly.

2.2 Language Adapters

In our exploration of injecting graph knowledge
for LRL scenarios, we follow the MAD-X archi-
tecture presented by Pfeiffer et al. (2020). MAD-
X offers an efficient approach to adapt pre-trained
language models to LRLs by utilizing a modu-
lar structure consisting of language adapters, task-
specific adapters, and invertible adapters.

The MAD-X framework utilizes language
adapters as a fundamental component to adapt
the model to specific languages. These adapters
are trained on language-specific Wikipedia data
and stacked onto the pre-trained model, allowing
the model to capture language-specific nuances
and patterns effectively. Following the enhanced
bottleneck architecture (Pfeiffer et al., 2021),
the language adapter involves down- and up-
projections with ReLU activation and is trained
via MLM on unlabeled data.

During downstream task training, such as
named entity recognition (NER), the fixed lan-
guage adapter corresponding to the source lan-
guage is used, ensuring adaptability to differ-
ent languages without changing the underlying
multilingual model. The embeddings are passed
through the fixed language adapter before enter-
ing the task adapter, facilitating efficient adapta-
tion to diverse linguistic contexts and specific task
requirements.

Additionally, MAD-X introduces invertible
adapters to mitigate the mismatch between multi-
lingual and target language vocabulary. These in-
vertible adapters are stacked on top of the embed-
ding layer, with their respective inverses preceding
the output embedding layer.

Task-specific adapters are then stacked on top
of the language and invertible adapters to capture
task-specific knowledge and specialize a language
model in a certain task.

These insights from the MAD-X framework
serve as a valuable reference for our research on
injecting structured graph knowledge into multilin-
gual LL.Ms for low-resource cases.

2.3 Adapting LLMs to Low-Resource
Languages

Various other strategies have been proposed to
address the challenges of adapting multilingual
LLMs to LRLs, particularly for languages with
limited pre-training data. Pfeiffer et al. (2022) pro-
pose X-MOD, a modular multilingual architecture
that integrates shared and language-specific pa-
rameters to overcome the curse of multilinguality
(Conneau et al., 2020), allowing efficient handling
of linguistic diversity and supporting the exten-
sion to new languages with minimal performance
impact on pre-trained languages. Additionally,
Artetxe et al. (2020) train a new embedding layer
with a corresponding target-language tokenizer to
extend monolingual models to new languages, aid-



ConceptNet Relationship

Natural Language Predicate

Antonym

DerivedFrom
EtymologicallyDerivedFrom
EtymologicallyRelatedTo
FormOf

HasContext

IsA

RelatedTo

SimilarTo

Synonym

SymbolOf

DistinctFrom

is the opposite of

is derived from

is etymologically derived from
is etymologically related to
is a form of

has context of

is a type of

is related to

is similar to

is a synonym of

is a symbol of

is distinct from

Table 1:
ConceptNet-based Language Adapters.

ing language extension while maintaining model
stability. Moreover, approaches based on translit-
eration and subword mappings have been proposed
to incorporate additional languages into multilin-
gual models, contributing to the expansion of mul-
tilingual capabilities of LLMs (Muller et al., 2021;
Vernikos and Popescu-Belis, 2021). Hangya et al.
(2022) present a bootstrapping-based approach for
enhancing low-resource languages in multilingual
LLMs, which relies on unsupervised word transla-
tion pairs from monolingual corpora.

3 Injecting External Knowledge into
LLM:s for LRLs

This section describes our approach for enhanc-
ing multilingual LLMs for LRLs by injecting ex-
ternal knowledge. We discuss the use of language
adapters trained on ConceptNet and Wikipedia
data, explore Adapter Fusion (Pfeiffer et al., 2021)
for combining knowledge sources, and describe
task adapters for fine-tuning multilingual LLMs for
specific tasks. Our proposed method is illustrated
in Figure 1.

3.1 Language Adapters

We use language adapters for integrating exter-
nal knowledge into multilingual LLMs and adapt-
ing these models to a specific language. In our
study, two types of language adapters are em-
ployed: those trained on ConceptNet data and
those trained on Wikipedia.

3.1.1 ConceptNet Data Preparation

ConceptNet-based language adapters are trained
on knowledge extracted from ConceptNet, provid-
ing a rich source of linguistic relationships and se-
mantic information across various languages. Data

Predefined mapping from ConceptNet relations to natural language predicates used for training

preparation involves retrieving and formatting data
from ConceptNet and converting it into natural
text?. The number of triples extracted for the cho-
sen languages are given in Table 2. These triples
were converted into natural language using a pre-
defined mapping from ConceptNet relationships to
natural language predicates. This mapping allows
for a straightforward method for injecting the graph
knowledge through MLM-like objectives. The re-
lationship mapping includes all possible connec-
tions from the ontology for the selected languages
and is as specified in Table 1. An example of con-
structing a natural language sentence from an ex-
tracted triple is as follows: the triple (kiel, Relat-
edTo, eat) is converted into the sentence "kiel is re-
lated to eat". In this context, "kiel" is the Maltese
word for "eat." The natural language predicates are
always kept in English, resulting in the generated
text for a triple being multilingual.

3.1.2 ConceptNet-based Language Adapters

The ConceptNet language adapters are sequential
bottleneck adapters (Pfeiffer et al., 2021), simi-
lar to the ones used in MAD-X, with modifica-
tions to exclude invertible adapter layers for sim-
plicity. Further, different objective functions were
used for various downstream tasks at hand. For
Sentiment Analysis (SA), we used the standard
MLM objective, whereas for Named Entity Recog-
nition (NER) another self-designed objective func-
tion, targeted Masked Language Modeling (TLM),
was used for training the language adapters on the

2For the extraction process, we utilized a dedicated self-
built module for fetching data from CN, built on top of
the CN API (https://github.com/commonsense/
conceptnet5/wiki/APT) for an easier extraction of per-
language data. Code available on https://github.
com/d-gurgurov/Conceptnet—-Embeddings


https://github.com/commonsense/conceptnet5/wiki/API
https://github.com/commonsense/conceptnet5/wiki/API
https://github.com/d-gurgurov/Conceptnet-Embeddings
https://github.com/d-gurgurov/Conceptnet-Embeddings

graph knowledge. The latter objective implies pre-
dicting the masked tokens not included in a natural
language predicates specified in Table 1. Follow-
ing the earlier provided example with the sentence
"kiel is related to eat", only either the word "kiel"
or "eat" would be masked.

3.1.3 Wikipedia-based Language Adapters

In contrast, the language adapters trained on
Wikipedia data utilize the Wikimedia dataset’ for
selected LRLs. This dataset provides a diverse and
extensive collection of textual information scraped
from Wikipedia for each language of interest. The
number of articles available for each language is as
in Table 2. The adapter architecture for Wikipedia
language adapters is the same as the ConceptNet
language adapters and uses the standard MLLM ob-
jective function®.

3.2 Fusion of Language Adapters

In our search of enhancing multilingual LLMs for
LRLs, we extend our investigation to the fusion of
knowledge sources through Adapter Fusion (Pfeif-
fer et al., 2021). The Adapter Fusion mechanism
facilitates the integration of knowledge extracted
from ConceptNet and Wikipedia-based language
adapters, providing a non-destructive method to
combine multiple pre-trained adapters for new
downstream tasks.

An adapter fusion block introduces a set of pa-
rameters that dynamically combines adapters and
the shared pre-trained model at each layer of the
transformer. The fusion layer incorporates Key,
Value, and Query matrices at each layer to learn
contextual activation of each adapter. This dy-
namic combination is achieved through a con-
textual activation mechanism similar to attention
mechanisms (Vaswani et al., 2017).

We activate the fusion layer with two language
adapters for each language - the Wikipedia adapter
and the ConceptNet adapter. This fusion layer is
introduced to allow the model to learn the optimal
way to dynamically compose the knowledge from
different sources. The learnable weights (Query,
Key, and Value) within adapter fusion should en-
able the model to identify and activate the most rel-
evant information from each adapter based on the

*https://huggingface.co/datasets/
wikimedia/wikipedia

4All extracted ConceptNet data used for the language
adapters, along with the language adapters themselves, can be
found on HuggingFace (https://huggingface.co/
DGurgurov).

Language ISO CN Wiki mBERT?
Bulgarian bg 58060 297516 v
Indonesian ~ ms 44190 689034 v
Nepali ne 7497 33040 v
Javanese jv 5082 73311 v
Maltese mt 8578 6310

Uyghur ug 3225 5979

Tibetan bo 9532 7090

Sinhala si 3350 20454

Table 2: Number of ConceptNet triples and Wikipedia
articles per language. The last column indicates if the
respective language was included in the mBERT pre-
training data.

context of the task.

3.3 Task Adapters

To fine-tune multilingual LLMs for specific down-
stream tasks such as sentiment analysis (SA) and
named entity recognition (NER), we employ task
adapters stacked on top of language adapters.

The architecture of the task adapters follows
the established design, featuring a stack of task-
specific adapters on the top layers of a multilin-
gual LLM and language adapter. For our study,
we specifically focus on SA and NER, aiming to
evaluate the impact of external knowledge injec-
tion on sentiment classification and entity recogni-
tion in LRLs, as these tasks are the most accessible
in terms of labeled data availability for the selected
languages.

To maintain the knowledge of the pre-trained
model and language adapters during task adap-
tation, we adopt a weight freezing strategy, as
in MAD-X. This involves preventing further fine-
tuning of the weights in the pre-trained model and
language adapters when training the task adapters.
By doing so, we ensure that the foundational
knowledge captured by the language adapters,
whether sourced from Wikipedia, ConceptNet, or
their fusion, remains unchanged.

The task adapters are stacked on top of the lan-
guage adapters, like in the original MAD-X archi-
tecture. This stacking configuration facilitates the
flow of information from the base model and the
external knowledge sources through the language
adapters to the task-specific adapters.

4 Experiments

In this section, we detail the experiments and data
used for conducting the study.
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Model/Language bg ms ne jv mt ug bo si
Sentiment Analysis (SA)
mBERT 0.860 0.888 0.565 0.728 0.557 0.696 0.687 0.646
mBERT+TA 0.885 0917 0565 0.761 0.598 0.734 0.801 0.661
mBERT+Wiki+TA 0.893 0919 0.584 0.746 0.702 0.706 0.816 0.663
mBERT+CN+TA 0.893 0915 0.636 0.751 0.658 0.699 0.803 0.653
mBERT+F(CN&Wiki)+TA 0.882 0906 0.627 0.750 0.662 0.784 0.804 0.689
Named Entity Recognition (NER)
mBERT 0919 0934 0.694 0575 0.595 0402 0520 0.197
mBERT+TA 0917 0934 0.644 0564 0.601 0.383 0.575 0.172
mBERT+Wiki+TA 0915 0932 0610 0543 0.603 0.411 0.576 0.172
mBERT+CN+TA 0915 0.928 0.649 0571 0.576 0.403 0.544 0.244
mBERT+F(CN&Wiki)+TA 0.888 0.889 0.713 0.503 0.563 0.401 0.540 0.165

Table 3: Experimental Results. All numbers are averaged over 3 independent runs. The scores in bold are the ones

that outperform both baseline models.

4.1 Languages

The focus languages, classified as low-resource
according to Joshi et al. (2020), are Maltese,
Bulgarian, Indonesian, Nepali, Javanese, Uyghur,
Tibetan, and Sinhala, as presented in Table 2.
These languages serve as a subset of underrep-
resented languages for injecting external knowl-
edge through ConceptNet and Wikipedia-based
language adapters. The choice is bounded to
the ConceptNet and downstream tasks data avail-
able for the languages. While Bulgarian, Indone-
sian, Nepali and Javanese data were used for pre-
training mBERT (Devlin et al., 2019), which is the
multilingual LLM we will use for our experiments,
Maltese, Tibetan, Uyghur and Sinhala were not in-
cluded in the pre-training dataset.

4.2 Tasks

Two tasks considered for empirical evaluation
are Sentiment Analysis (SA) and Named En-
tity Recognition (NER). Datasets for SA for all
the languages are acquired from different sources
(Martinez-Garcia et al., 2021; Purwarianti and
Crisdayanti, 2019; Cortis and Davis, 2019; Dingli
and Sant, 2016; Singh et al., 2020; Wongso et al.,
2021; Lietal., 2022; Zhu et al., 2023; Ranathunga
and Liyanage, 2021) and available in our Hug-
gingFace repositories’. For NER, the datasets are
obtained from the WikiANN project (Pan et al.,
2017). All datasets for both SA and NER contain
various amounts of data, depending on language
and task, and described in more detail in Appendix
A. We use the vanilla F1 score (Sokolova et al.,
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2006) for SA performance monitoring and the "se-
geval" F1 score (Nakayama, 2018) for NER.

While these datasets do not allow for a full as-
sessment of the impact of injected graph knowl-
edge on LRLs due to a lack of labeled data for other
tasks, they serve as a good starting point for mea-
suring the effects of multilingual graph knowledge
integration on LRLs.

4.3 Baselines

In establishing baseline models for our study,
we fine-tune the widely used mBERT (bert-base-
multilingual-cased) (Devlin et al., 2019) from the
transformer library (Wolf et al., 2020). The focus
is on two baseline scenarios for each task—SA and
NER.

The first baseline involves fine-tuning mBERT
directly on the respective datasets for SA and NER.
We employ common hyperparameters for train-
ing, including a learning rate of {le — 4,2e — 4},
a batch size of 64, {50,100} epochs with best-
model-saving, and a dropout rate of {0.5,0.2}, re-
spectively for each task. The choice of hyper-
parameters is aligned with standard practices in
transformer-based model training and our own ex-
periments on the given datasets.

For the second baseline (nBERT+TA), we in-
troduce a single task adapter on top of mBERT
and fine-tune it on the SA and NER datasets, while
keeping the parameters of mBERT frozen, using
the same hyperparameters as used for the first base-
line configuration. This single adapter architecture
allows us to explore the effectiveness of a more
compact adaptation strategy compared to the tra-
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ditional fine-tuning approach.

For all models, the best checkpoint for evalu-
ation is selected based on validation loss perfor-
mance.

4.4 Language Adapter Training

In this section, we provide technical details of the
training process for language adapters, focusing
on both ConceptNet (CN) and Wikipedia (Wiki)
variants. We use sequential bottleneck architec-
ture without invertible layers for training language
adapters.

We maintain identical hyperparameters during
the training of both Wikipedia and ConceptNet
language adapters: reduction factor 16, learning
rate S5e — 5, train and eval batch size 16, training
steps 50, 000 for CN and 100, 000 for Wiki. These
hyperparameters ensure a stable and uniform train-
ing environment for both variants. The training
process is monitored through loss and accuracy
metrics on the validation sets.

4.5 Task Adapters Training

In this setting, we stack task-specific adapters on
top of language adapters and train the task adapters
while keeping the language adapters frozen. Af-
ter empirical investigations, we employ similar hy-
perparameters to those used for training the base-
lines: a learning rate of {le — 5,1e — 4}, a
batch size of 64, {50, 100} epochs with best-model
saving, and a dropout of {0.5,0.2} for SA and
NER, respectively. The experiment involves stack-
ing the task adapters on top of either Wikipedia-
based (Wiki+TA) or ConceptNet-based (CN+TA)
language adapters, as well as on top of the fusion
of both (F(CN&Wiki)+TA) (Pfeiffer et al., 2021).

4.6 Objective Functions

In this section, we compare different objective
functions used for training language adapters on
graph knowledge and examine their influence on
the performance on the downstream tasks at hand.
We experiment with three objectives for lan-
guage modeling - standard token Masked Lan-
guage Modeling (MLM) (Devlin et al., 2019), full-
word Masked Language Modeling (FLM) (Cui
etal., 2021), and targeted Masked Language Mod-
eling (TLM). MLM and FLM were implemented
as provided by the Transformers library, and TLM
was self-designed. MLLM masks individual tokens
with a 15% probability, FLM performs the same
but masks full words, and TLM masks targeted

words which are not part of the natural language
predicates list extracted from ConceptNet with a
50% probability. The implied goal of TLM is to
create the connections between the words of a LRL
to the words of other languages, which might come
in bigger quantities, within the parameters of a
model. The downstream results for all the objec-
tives are as in Table 4. Upon the inspection of the
results, different objective functions were chosen
for SA and NER, according to the outcomes of the
experiments. MLM was utilized as an objective for
the language adapters used for SA, and TLM was
chosen as an objective for the language adapters
used for NER.

5 Results and Discussion

The experimental results, summarized in Table 3,
demonstrate the results of different model config-
urations in improving SA and NER tasks across
LRLs. This section discusses the performance
of each model configuration and provide insights
into the impact of external knowledge through lan-
guage and task adapters on enhancing multilingual
LLMs for LRLs. All scores are an average over
three independent runs.

5.1 Sentiment Analysis

In SA, the performance of various model config-
urations on different languages reveals interesting
insights. First, considering the baseline perfor-
mance of fully fine-tuned mBERT across all lan-
guages, we observe moderate to high Fl-scores.
However, when single task-specific adapters are
added to mBERT, we notice consistent improve-
ments across all languages, indicating the effec-
tiveness of using parameter-efficient fine-tuning
techniques for adapting the model for specific lan-
guages, especially in low-resource scenarios. This
confirms the findings by Li and Liang (2021), He
et al. (2021), and Juki¢ and Snajder (2023).

When incorporating language adapters trained
on CN and Wiki, relatively good results are ob-
served. For nearly all languages, using language
adapters trained on CN and Wiki leads to perfor-
mance gains compared to the baselines-mBERT
and mBERT with a single task adapter. The CN
language adapter boosts the performance for Bul-
garian, Nepalese, Maltese, and Tibetan over both
baselines. As for the Wiki language adapters,
they improve the scores for Bulgarian, Indonesian,
Nepalese, Maltese, Tibetan, and Sinhala when



Sentiment Analysis (SA)

Configuration Objective bg ms ne jv mt ug bo si
MLM 0.893 0.915 0.636 0.751 0.658 0.699 0.803 0.653

CN+TA FLM 0.898 0916 0.575 0.756 0.639 0.685 0.811 0.650
TLM 0.893 0.918 0.625 0.749 0.661 0.638 0.797 0.653
MLM 0.882 0.906 0.627 0.750 0.662 0.784 0.804 0.689

F(CN&Wiki)+TA FLM 0.877 0.906 0.669 0.745 0.640 0.677 0.806 0.661
TLM 0.884 0.912 0.598 0.742 0.667 0.712 0.816 0.659

Named Entity Recognition (NER)

Configuration Objective bg ms ne jv mt ug bo si
MLM 0.915 0.932 0.657 0.603 0471 0.341 0.559 0.196

CN+TA FLM 0.918 0.930 0.626 0.578 0.476 0.398 0.572 0.242
TLM 0.915 0.928 0.649 0.571 0.576 0.403 0.544 0.244
MLM 0.889 0.901 0.670 0.504 0.540 0.373 0.514 0.261

F(CN&Wiki)+TA FLM 0.887 0.900 0.688 0.496 0.580 0.387 0.509 0.250
TLM 0.888 0.889 0.713 0.503 0.563 0.401 0.540 0.165

Table 4: Comparison of various objective functions used for training ConceptNet based Language Adapters-Token
Masked Language Modeling (MLM), Full-Word Masked Language Modeling (FLM), and Targeted Masked Lan-
guage Modeling (TLM). Maximum score per configuration in bold. SA results are based on MLM, and NER

results are based on TLM.

compared to both mBERT and mBERT with a sin-
gle adapter. The fusion of language adapters yields
improvements over the baselines for Nepalese,
Maltese, Uyghur, Tibetan, and Sinhala.

5.2 Named Entity Recognition

In NER, the performance trends across different
model configurations and languages exhibit sim-
ilar patterns to SA but with some notable differ-
ences. mBERT demonstrates moderate to high F-
1 scores across languages, indicating its ability to
recognize named entities to some extent. However,
the addition of single task-specific adapters leads
to marginal improvements in only some cases,
suggesting that named entity recognition might
not benefit significantly from single task-specific
adapter fine-tuning compared to SA. The improve-
ments are only observed for Maltese and Tibetan.

When incorporating language adapters, particu-
larly those trained on CN and Wiki, we observe
mixed results. Utilizing CN language adapters
leads to slight improvements over the baselines
only in the case of Uyghur and Sinhala. Wiki lan-
guage adapters, on the other hand, give improve-
ments over both baseline models only for Mal-
tese, Uyghur, and Tibetan. The combination of CN
and Wiki adapters shows positive impact only on
Nepalese.

5.3 Effects of Data Quantity and Language
Presence in LLLM pre-training Data

The data quantity of external data sources might
play a crucial role in the performance of language
adapters and their impact on downstream tasks.
Looking at the data quantities provided in Table 2,
languages like Maltese, Nepali, Uyghur, Tibetan,
and Sinhala have notably fewer CN and Wiki
resources compared to languages like Bulgarian
and Indonesian. Despite this, language adapters
trained on these limited resources still contribute to
performance enhancements in SA and NER tasks
for these languages compared to the baseline mod-
els. This indicates the effectiveness of leverag-
ing even small amounts of external knowledge for
adapting LLMs to low-resource languages.

Another interesting observation is the perfor-
mance improvement in languages like Maltese,
Uyghur, Tibetan, and Sinhala, which are not in-
cluded in the mBERT pre-training data. This em-
phasizes that the method might be more useful
for languages absent in the pre-training corpus as
mBERT benefits from this adaptation using task-
specific and language adapters, allowing them to
effectively learn from external knowledge sources
and adapt to new languages.

5.4 Take-aways

The experimental results shed light on the ef-
fectiveness of integrating graph knowledge from



linguistic ontologies into multilingual LLMs via
adapters for LRLs. Across both SA and NER tasks,
we observe that single task-specific adapters gener-
ally lead to performance improvements, emphasiz-
ing the benefits of parameter-efficient fine-tuning
for specific tasks (Li and Liang, 2021; He et al.,
2021; Juki¢ and Snajder, 2023).

In turn, the impact of language adapters trained
on external knowledge sources such as CN and
Wiki varies across languages and tasks. CN-based
adapters generally show promise in enhancing SA
but not NER. Wiki language adapters are also more
beneficial for SA than NER.

The combination of both ConceptNet and
Wikipedia adapters through the Adapter Fusion
demonstrates competitive performance, in some
cases outperforming individual adapters alone,
suggesting that leveraging diverse knowledge
sources can effectively enhance the capabilities of
multilingual LL.Ms for low resource scenarios.

Our findings underscore the partial effectiveness
of our method in leveraging external graph knowl-
edge to enhance SA and NER tasks for individual
LRLs. This highlights the need for further research
to develop more effective strategies for adapting
multilingual LLMs to low-resource contexts us-
ing various types of knowledge. Further, the re-
sults emphasize that each LRL needs an individual
approach when building the dedicated NLP tools,
where some languages might benefit from a certain
method and the others might not need it.

6 Conclusion

In this study, we investigated the integration
of structured graph knowledge into multilingual
LLMs for LRLs using language adapters and task-
specific adapters. We explored the use of Con-
ceptNet and Wikipedia data for training language
adapters, and we examined Adapter Fusion as a
method to combine knowledge sources. Addition-
ally, we implemented task adapters for fine-tuning
LLMs for specific downstream tasks such as Sen-
timent Analysis (SA) and Named Entity Recogni-
tion (NER).

Our experiments revealed insights into the effec-
tiveness of different model configurations in im-
proving SA and NER tasks performance across
LRLs. We observed a positive effect of incorporat-
ing external graph and textual knowledge through
language adapters for a number of languages, in-
cluding Bulgarian, Indonesian, Maltese, Nepali,

Uyghur, Tibetan, and Sinhala, some of which did
not possess extensive data for training both lan-
guage adapters and task adapters. Fusion of knowl-
edge sources yielded improvements in less cases,
suggesting the need for further refinement in this
area.

Overall, our findings underscore the importance
of parameter-efficient fine-tuning methods and the
potential benefits of leveraging external knowledge
for enhancing multilingual LLMs in low resource
contexts. However, there are limitations to our ap-
proach, including the choice of objective functions
and the need for tasks better suited to leverage ex-
ternal knowledge.

Limitations and Future Work

Our approach shows several limitations that should
be taken into consideration in future investiga-
tions aiming to integrate graph knowledge into
multilingual LLMs for enhancing LRL perfor-
mance. Firstly, the choice of objective function
employed for learning graph knowledge plays a
critical role in effectively acquiring underlying
knowledge. The objectives we explored may not
be optimally suited for this purpose, highlighting
the need for more tailored approaches to graph
knowledge acquisition. Secondly, the tasks we se-
lected for evaluating the effectiveness of knowl-
edge injection may not inherently require the type
of knowledge provided by graph sources. Future
work should explore tasks that better leverage the
acquired knowledge. Thirdly, our study was lim-
ited to a subset of LRLs, and expanding the scope
to include a broader range of languages would
provide a more comprehensive assessment of our
approach’s effectiveness. Lastly, larger models
should be explored as backbones to build upon.
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Appendix
A SA and NER Data Details

Table 5 and 6 provide a more detailed description
of the datasets used for training task adapters.

Language ISO code Source #pos  #neg #train  #val #Htest
Bulgarian bg Martinez-Garcfa et al., 2021 6652 1271 5412 838 1673
Indonesian ms Purwarianti and Crisdayanti, 2019 7319 4005 7926 1132 2266
Maltese mt Cortis and Davis, 2019; Dingli and Sant, 2016 271 580 595 85 171
Nepali ne Singh et al., 2020 680 1019 1189 255 255
Javanese jv Wongso et al., 2021 12500 12500 17500 5025 2475
Uyghur ug Lietal., 2022 2450 353 1962 311 530
Tibetan bo Zhu et al., 2023 5006 5000 7004 1501 1501
Sinhala si Ranathunga and Liyanage, 2021 2487 2516 3502 750 751

Table 5: Sentiment Analysis Data Details

Language ISO code #train #val  #test

Bulgarian bg 20000 10000 10000
Indonesian ms 20000 1000 1000
Maltese mt 100 100 100
Nepali ne 100 100 100
Javanese jv 100 100 100
Uyghur ug 100 100 100
Tibetan bo 100 100 100
Sinhala si 100 100 100

Table 6: Named Entity Recognition Data Details
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