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Introduction

Welcome to KaLLM 2024, the first workshop on Knowledge Graphs and Large Language Models.

Large Language Models (LLMs) have revolutionised the field of Natural Language Processing (NLP)
by improving contextual understanding, zero-shot and few-shot learning, text generation, and question
answering. However, LLMs have limitations such as accuracy, bias, interpretability, and context. They
often produce factually inaccurate information, struggle to understand complex contexts, and may unin-
tentionally produce biased or stereotyped information. KGs, on the other hand, have high-quality explicit
knowledge, symbolic reasoning potential, and the ability to evolve with new knowledge, making them
essential for various applications. The intersection of LLMs and KGs has sparked significant interest
and innovation in NLP. LLM-enhanced KGs can be introduced into pre-training and inference stages to
provide external knowledge and assess interpretability. LLM-augmented KGs are designed to improve
coverage and ease the use of KGs in various tasks, including embedding learning, completion, construc-
tion, KG-to-text generation, and KGQA. Combining the benefits of LLMs and KGs can also improve
performance in knowledge representation.

KaLLM 2024 intends to provide a platform for researchers, practitioners, and industry professionals to
explore the synergies between LLMs and KGs. We aim to provide a space for the LLM community and
the community of KG researchers to interact and explore how these two communities could collaborate
and support one another. The goal of the workshop is to seize on the tremendous opportunities arising
from investigating cutting-edge approaches, addressing challenges and limitations, and applications in
different domains.

We received a total of 18 submissions; 1 non-archival and 17 archival. 1 archival submission was wi-
thdrawn as the topic did not fit the workshop. We accepted the non-archival submission and 13 out of
the 16 archival submissions. We used reviewers’ recommendations and scores to shortlist a set of three
papers nominated for the Best Paper Award.

The program will feature oral presentations of the three papers nominated for best papers, and poster
presentations of all accepted papers. We are also excited to have invited talks by four speakers: Xin Luna
Dong (Meta Reality Labs), Marko Grobelnik (Jozef Stefan Institute), Heng Ji (University of Illinois
Urbana-Champaign) and Ivan Titov (University of Edinburgh).
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Keynote Talk
The Journey to A Knowledgeable Assistant with

Retrieval-Augmented Generation (RAG)
Xin Luna Dong

Meta Reality Labs

Abstract: For decades, multiple communities (Database, Information Retrieval, Natural Language Pro-
cessing, Data Mining, AI) have pursued the mission of providing the right information at the right time.
Efforts span web search, data integration, knowledge graphs, question answering. Recent advancements
in Large Language Models (LLMs) have demonstrated remarkable capabilities in comprehending and ge-
nerating human language, revolutionizing techniques in every front. However, their inherent limitations
such as factual inaccuracies and hallucinations make LLMs less suitable for creating knowledgeable and
trustworthy assistants.
This talk describes our journey in building a knowledgeable AI assistant by harnessing LLM techniques.
We start with our findings from a comprehensive set of experiments to assess LLM reliability in answe-
ring factual questions and analyze performance variations across different knowledge types. Next, we
describe our federated Retrieval-Augmented Generation (RAG) system that integrates external informa-
tion from both the web and knowledge graphs for trustworthy text generation on real-time topics like
stocks and sports, as well as on torso-to-tail entities like local restaurants. Additionally, we brief our
explorations on extending our techniques towards multi-modal, contextualized, and personalized Q&A.
We will share our techniques, our findings, and the path forward, highlighting how we are leveraging and
advancing the decades of work in this area.

Bio: Xin Luna Dong is a Principal Scientist at Meta Reality Labs, leading the ML efforts in building
an intelligent personal assistant. She has spent more than a decade building knowledge graphs, such
as the Amazon Product Graph and the Google Knowledge Graph. She has co-authored books Machi-
ne Knowledge: Creation and Curation of Comprehensive Knowledge Basesand “Big Data Integration”.
She was named an ACM Fellow and an IEEE Fellow for significant contributions to knowledge graph
construction and data integration", awarded the VLDB Women in Database Research Award and VLDB
Early Career Research Contribution Award. She serves in the PVLDB advisory committee, was a mem-
ber of the VLDB endowment, a PC co-chair for KDD’2022 ADS track, WSDM’2022, VLDB’2021, and
Sigmod’2018.
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Keynote Talk
Extracting Common Sense World Models from LLMs

Marko Grobelnik
AiLab, Jozef Stefan Institute

Abstract: LLMs are often criticized for not operating with a notion of world models, which could pro-
vide robustness, explainability, and multi-hop reasoning. In this keynote, we will show the methodology
and concrete examples of how to extract non-trivial symbolic world models from LLMs for an arbitrary
domain. The extracted world models will be represented in an operational first-order logic; concretely in
the Prolog programming language, in its basic and probabilistic versions. In the second step, the extracted
world models will be used to ground textual data into the semantics of world models to enable reasoning,
explanation, and possibly efficient agent communication operating with explicit representations. The ap-
proach aims to integrate black-box LLM representations with transparent symbolic representations close
to humans without significant loss of information for practical applications.

Bio: Marko Grobelnik is a researcher in the field of Artificial Intelligence (AI). Focused areas of ex-
pertise are Machine Learning, Data/Text/Web Mining, Network Analysis, Semantic Technologies, Deep
Text Understanding, and Data Visualization. Marko co-leads Artificial Intelligence Lab at Jozef Stefan
Institute, cofounded UNESCO International Research Center on AI (IRCAI), and is the CEO of Quin-
telligence.com specialized in solving complex AI tasks for the commercial world. He collaborates with
major European academic institutions and major industries such as Bloomberg, British Telecom, Euro-
pean Commission, Microsoft Research, New York Times, OECD. Marko is co-author of several books,
co-founder of several start-ups and is/was involved into over 100 EU funded research projects in various
fields of Artificial Intelligence. Significant organisational activities include Marko being general chair
of LREC2016 and TheWebConf2021 conferences. Marko represents Slovenia in OECD AI Committee
(AIGO/ONEAI), in Council of Europe Committee on AI (CAHAI/CAI), NATO (DARB), and Global
Partnership on AI (GPAI). In 2016 Marko became Digital Champion of Slovenia at European Commis-
sion.
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Keynote Talk
Making Large Language Model’s Knowledge More Accurate,

Organized, Up-to-date and Fair
Heng Ji

University of Illinois Urbana-Champaign

Abstract: Large language models (LLMs) have demonstrated remarkable performance on knowledge
reasoning tasks, owing to their implicit knowledge derived from extensive pretraining data. However,
their inherent knowledge bases often suffer from disorganization and illusion, bias towards common en-
tities, and rapid obsolescence. Consequently, LLMs frequently make up untruthful information, exhibit
resistance to updating outdated knowledge, or struggle with generalizing across multiple languages. In
this talk I will discuss our recent research efforts at tackling these challenges. I will begin by presen-
ting theoretical and empirical analyses that illuminate when and why LLMs frequently produce factual
errors and struggle to determine knowledge updating boundary in order to reach “ripple effect”. Our in-
vestigations reveal several underlying causes. First, LLMs acquire implicit knowledge primarily through
attention-weighted associations between words, rather than explicit understanding of concepts, entities,
attributes, relations, events, semantic roles, and logics. Second, frequent word associations overshadow
uncommon ones due to training data imbalance and wide context, particularly in contexts involving dyna-
mic events. Third, counter-intuitive updating behaviors are elucidated through a novel gradient similarity
metric. Fourth, LLMs are often unaware of real-world events occurring after their pretraining phase,
complicating the anchoring of related knowledge updates. While existing methods focus largely on up-
dating entity attributes, our research underscores the necessity of updating factual knowledge—such as
participants, semantic roles, time, and location—based on real-world events. We propose a novel fra-
mework for knowledge updating in LLMs that leverages event-driven signals to identify factual errors
preemptively and introduce a training-free self-contrastive decoding approach to mitigate inference er-
rors.

Bio: Heng Ji is a professor at Computer Science Department, and an affiliated faculty member at Electri-
cal and Computer Engineering Department and Coordinated Science Laboratory of University of Illinois
Urbana-Champaign. She is an Amazon Scholar. She is the Founding Director of Amazon-Illinois Center
on AI for Interactive Conversational Experiences (AICE). She received her B.A. and M. A. in Computa-
tional Linguistics from Tsinghua University, and her M.S. and Ph.D. in Computer Science from New York
University. Her research interests focus on Natural Language Processing, especially on Multimedia Mul-
tilingual Information Extraction, Knowledge-enhanced Large Language Models and Vision-Language
Models. She was selected as a Young Scientistby the World Laureates Association in 2023 and 2024.
She was selected as Young Scientistand a member of the Global Future Council on the Future of Com-
puting by the World Economic Forum in 2016 and 2017. She was named as part of Women Leaders of
Conversational AI (Class of 2023) by Project Voice. The other awards she received include two Out-
standing Paper Awards at NAACL2024, AI’s 10 to WatchAward by IEEE Intelligent Systems in 2013,
NSF CAREER award in 2009, PACLIC2012 Best paper runner-up, Best of ICDM2013paper award, Best
of SDM2013paper award, ACL2018 Best Demo paper nomination, ACL2020 Best Demo Paper Award,
NAACL2021 Best Demo Paper Award, Google Research Award in 2009 and 2014, IBM Watson Faculty
Award in 2012 and 2014 and Bosch Research Award in 2014-2018. She was invited to testify to the U.S.
House Cybersecurity, Data Analytics, IT Committee as an AI expert in 2023. She was selected to parti-
cipate in DARPA AI Forward in 2023. She was invited by the Secretary of the U.S. Air Force and AFRL
to join Air Force Data Analytics Expert Panel to inform the Air Force Strategy 2030, and invited to speak
at the Federal Information Integrity RD Interagency Working Group (IIRD IWG) briefing in 2023. She
is the lead of many multi-institution projects and tasks, including the U.S. ARL projects on information
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fusion and knowledge networks construction, DARPA ECOLE MIRACLE team, DARPA KAIROS RE-
SIN team and DARPA DEFT Tinker Bell team. She has coordinated the NIST TAC Knowledge Base
Population task 2010-2020. She is the Chief Editor of Data Intelligence Journal. She served as the as-
sociate editor for IEEE/ACM Transaction on Audio, Speech, and Language Processing, and the Program
Committee Co-Chair of many conferences including NAACL-HLT2018 and AACL-IJCNLP2022. She
was elected as the North American Chapter of the Association for Computational Linguistics (NAACL)
secretary 2020-2023. Her research has been widely supported by the U.S. government agencies (DARPA,
NSF, DoE, ARL, IARPA, AFRL, DHS) and industry (Amazon, Google, Bosch, IBM, Disney).
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Keynote Talk
Understanding and Navigating Human Control and

Transparency in LLMs
Ivan Titov

University of Edinburgh

Abstract: Language models are an exciting technology that has transformed our field and used by mil-
lions of people daily. However, both users and researchers often find themselves puzzled by LLM’s
responses and struggle to understand the underlying decision processes or attribute their responses to
specific data sources. I will talk about our work which tries to enhance the transparency of these models
for human users, ensure their behavior is systematic, and uncover the sources of their decisions. This
transparency should enable finer control of these models, including model editing, the unlearning of
undesirable behaviors or data sources, integration of extra information (e.g., in the form of knowledge
bases).
In this talk, I will discuss the approaches my group (as well as colleagues) have been developing, highli-
ghting not only methods but also some cautious lessons learned along the way. This includes pitfalls in
data attribution and the challenges of guiding model responses with human rationale. Although progress
in these areas may seem slow and sometimes illusory, it is a crucial direction, given the growing reliance
on collaboration between humans and large language models. I also hope to convince you that this area
holds a diverse range of intriguing open problems for us, researchers, to explore.

Bio: Ivan Titov is a Full Professor at the University of Edinburgh, UK, and also a faculty member at
the University of Amsterdam, Netherlands. Ivan’s current interests lie in making deep learning models
interpretable, robust, and controllable, or more generally in machine learning for NLP. He has received
awards at leading NLP conferences. Ivan has been a program co-chair of ICLR 2021 and CoNLL 2018,
and has served on the editorial boards of the Transactions of the ACL, Journal of Artificial Intelligence
Research, and Journal of Machine Learning Research, and on the advisory board of the European chapter
of ACL. Ivan is an ELLIS fellow and co-directs the ELLIS NLP program and Edinburgh ELLIS unit.
Ivan’s research group has been supported by personal fellowships (e.g., ERC, Dutch Vici, and Vidi grants)
as well as industrial funding (e.g., Google, SAP, Booking.com and Amazon).
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