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Abstract

Large Language Models (LLMs) have shown
remarkable performance in Natural Language
Processing tasks, including Machine Transla-
tion (MT). In this work, we propose a novel MT
pipeline that integrates emotion information ex-
tracted from a Speech Emotion Recognition
(SER) model into LLMs to enhance translation
quality. We first fine-tune five existing LLMs
on the Libri-trans dataset and select the most
performant model. Subsequently, we augment
LLM prompts with different dimensional emo-
tions and train the selected LLM under these
different configurations. Our experiments re-
veal that integrating emotion information, es-
pecially arousal, into LLM prompts leads to
notable improvements in translation quality.

1 Introduction

Large Language Models (LLMs) are transformer-
based (Vaswani et al., 2017) deep learning models
designed to understand and generate natural lan-
guage text by predicting the probability of the next
token in a sequence. LLMs excel across various
Natural Language Processing (NLP) tasks, such as
information retrieval (Zhu et al., 2023b), instruc-
tion following (Ouyang et al., 2022), or engaging
in chatbot discussions (OpenAI, 2022).

Among NLP tasks, LLMs have shown great ca-
pacities in Machine Translation (MT) (Zhu et al.,
2023a), the task of translating a text from one lan-
guage to another. Previous research has enhanced
LLM performance in MT through various strate-
gies, including optimized prompting techniques
(Zhang et al., 2023), in-context learning features
(Brown et al., 2020) to improve translation quality
over time (Moslem et al., 2023a,b), and a two-stage
fine-tuning method composed of a first fine-tuning
on monolingual data to learn general linguistic
knowledge followed by a second fine-tuning on
parallel data (Xu et al., 2023) that establishes the
current state-of-the-art method in MT.

Apart from LLMs, previous works in MT have
demonstrated the possibility of controlling the
translation by adding extra information to the
model that is not explicitly specified in the source
sentence to be translated, and that can influence
the translation. Existing works in that direction fo-
cused on the control of politeness (Sennrich et al.,
2019), gender (Vanmassenhove et al., 2018; Gaido
et al., 2023), or emotion (Brazier and Rouas, 2024)
of the translation and showed that this extra infor-
mation helps improve translation quality.

In this work, we propose to improve translation
performances of an LLM-based model by adding
emotion as extra information in the prompt of the
model to condition the translation. This work relies
on the fact that words can be classified into emo-
tion categories, leading to affective word lists (Pen-
nebaker et al., 2001). Thus, conditioning the trans-
lation with a specific emotion would use a suitable
vocabulary in the translation. In Brazier and Rouas
(2024), authors showed that adding arousal infor-
mation, reflecting the level of stimulation (ranging
from calm to excited), extracted from the voice and
added at the start of each input text sentence, helps
improve translation performances. In the follow-
ing, we study the behavior of several LLMs for the
task of MT when emotion dimensions are added to
input prompts.

To address this problem, we first fine-tune sev-
eral existing LLMs for the task of English-to-
French text-to-text translation. Then, after se-
lecting the best model as baseline for our experi-
ments, we compute for each input sentence its emo-
tional dimensions with the help of a state-of-the-art
Speech Emotion Recognition (SER) model applied
to audio recordings. Finally, we compare trans-
lation performance with and without the addition
of each emotional dimension as extra information
added to each input prompt. We show that emo-
tion improves translation (BLEU and COMET),
especially in the case of arousal.
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2 Related works

In this work, we aim at combining an LLM-based
MT model with emotion information to improve
translation performances. In the following, we first
describe a close work that performs this combi-
nation without the use of an LLM. Then, we list
several existing LLMs that can be used as a base-
line for our MT task.

2.1 Machine Translation with Emotion

To our knowledge, the only work that combines an
MT model with emotion information is described
in Brazier and Rouas (2024). In this study, the
authors utilize a state-of-the-art Speech Emotion
Recognition (SER) model (Wagner et al., 2023) to
automatically estimate dimensional emotion val-
ues, including arousal, dominance, and valence, for
each audio recording associated with text sentence.
These values are then transformed into unique emo-
tion tokens, either positive or negative, which are
added at the beginning of tokenized input text sen-
tences. The authors report an increase in translation
BLEU score, especially when adding arousal to-
kens at the start of input sentences.

The MT model used for their experiments is
a transformer-based encoder-decoder architecture,
comprising 6 layers for the encoder, 6 layers for
the decoder, and 4 attention heads in each self-
attention layer. The model is trained on the Libri-
trans dataset (Kocabiyikoglu et al., 2018), which in-
cludes triplets of English recordings, English texts,
and French texts, totaling 235 hours of data (230h
for train, 2h for dev, and 3.5h for test). The model
performs English-to-French translation.

In this work, we propose to use the same trans-
lation pipeline, but instead of using a specific MT
model, we replace it with a fine-tuned LLM. Since
LLMs have more trainable parameters, we antici-
pate improved translation performances. However,
our objective is to observe how LLMs behave when
augmented with emotion information in the input
prompt.

2.2 LLM selection for MT

Recent advances in Large Language Modeling have
significantly expanded the capabilities of LLMs
across various tasks, such as reasoning, coding, or
mathematics. Among the numerous existing LLMs
(Chiang et al., 2024), the best-performing models
are GPT-4 (OpenAI, 2023), LLaMA 3 (AI@Meta,
2024), Gemini 1.5 (Team, 2024), or Claude 3 (An-

thropic, 2024).
For the task of MT, we restrict our LLM se-

lection to models that are open-source, promising
(high rank in the LLM arena1, or already fine-tuned
to the MT task), and that only contain 7 billion (7B)
of parameters. We select 5 different models that
are described in the following.

The first selected LLM is Mistral-7B-v0.12, an
open-source model (Jiang et al., 2023) which ranks
among the best 7B-parameter models.

As the second model, we select Mistral-7B-
Instruct-v0.23. The model is similar to the previous
model but has been fine-tuned to follow instruc-
tions.

Our third selected model is TowerBase-7B-v0.14.
This model (Alves et al., 2024) is based on LLaMA
2 (AI@Meta, 2023) and its training has been con-
tinued on multilingual data (including English and
French monolingual data, as well as bilingual data).

Similarly to Mistral, we select TowerInstruct-
7B-v0.25 as our fourth model. This model is a
variant of the previous one that has been fine-tuned
to follow instructions including translations.

Finally, as our fifth model, we select the SOTA
MT model ALMA-7B-R6, which is based on
LLaMA 2 (AI@Meta, 2023), and fine-tuned on
monolingual and parallel data. However, the data
used for fine-tuning does not include French.

3 Experiments and results

In this section, we describe our experiments for the
task of English-to-French text-to-text translation.
We conduct two successive experiments. Firstly,
we fine-tune five existing LLMs on the Libri-trans
dataset (Kocabiyikoglu et al., 2018) and consider
the best model as a foundation for our second ex-
periment. Secondly, we fine-tune the selected LLM
on the same task but under different configurations.
Henceforth, prompts used for translation include
each emotion dimension that is automatically esti-
mated from the SER model.

3.1 Fine-tuning LLMs on Libri-trans
To perform MT with LLMs, the task needs to be
converted into a language modeling problem with
1http://chat.lmsys.org/?leaderboard
2http://huggingface.co/mistralai/Mistral-7B-v0.1
3http://huggingface.co/mistralai/
Mistral-7B-Instruct-v0.2

4http://huggingface.co/Unbabel/TowerBase-7B-v0.1
5http://huggingface.co/Unbabel/
TowerInstruct-7B-v0.2

6http://huggingface.co/haoranxu/ALMA-7B-R
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Model BLEU COMET
dev test dev test

Mistral 16.4 16.7 73.2 72.5
MistralInstruct 16.0 17.9 72.1 71.9
TowerBase 24.0 20.6 73.8 72.9
TowerInstruct 6.4 6.1 35.5 35.5
ALMA 7.1 7.5 52.1 52.8

Table 1: BLEU and COMET scores of our five selected
LLMs on dev and test sets of Libri-trans.

the use of prompts. In this work, we perform zero-
shot prompting and follow two different templates.
The first template will be applied to Mistral-7B-
v0.1 and TowerBase-7B-v0.1:

English: <src txt> \n French: <tgt txt> (1)

where <src txt> and <tgt txt> refer to the En-
glish source sentence and the French target sen-
tence respectively.

The second template will be applied to mod-
els that follow instructions, namely Mistral-7B-
Instruct-v0.2, TowerInstruct-7B-v0.2, and ALMA-
7B-R:

[INST] Translate from English to French: <src txt> [/INST] \n <tgt txt>

(2)
To fine-tune LLMs, we employ QLoRA (Hu

et al., 2022; Dettmers et al., 2023), a Parameter
Efficient Fine-Tuning method (Mangrulkar et al.,
2022) that allows training with significantly fewer
parameters. Additionally, we apply a 4-bit quanti-
zation to reduce memory usage while maintaining
16-bit precision during computation.

We provide two distinct metrics to evaluate our
MT models. The first metric is the BLEU score
computed using sacrebleu (Post, 2018). It reflects
the degree of lexical matches (number of common
n-grams) between the proposed translation and its
corresponding reference. The second metric is the
COMET score 7 (Rei et al., 2022). It is computed
from a trained model and reflects translation quality
between translation, reference, and also the source
sentence. According to the metric ranking pre-
sented in Freitag et al. (2022), we rely more on the
COMET score than on the BLEU score.

Table 1 showcases the results of our first experi-
ment. In this table, we report BLEU and COMET
scores of the five selected LLMs on both the dev
and test sets of the Libri-trans dataset.
7https://huggingface.co/Unbabel/wmt22-comet-da

The table highlights three models, Mistral-7B-
v0.1, Mistral-7B-Instruct-v0.2, and TowerBase-7B-
v0.1, that attain high BLEU and COMET scores.
They obtain COMET scores ranging from 72.1 to
73.8 on the dev set and from 71.9 to 72.9 on the
test set. Additionally, their BLEU scores ranged
from 16.0 to 24.0 on the dev set and from 16.7 to
20.6 on the test set. While COMET scores are not
meant to be interpretable (but enable the compar-
ison between models), BLEU scores indicate, on
average, a translation that is more or less clear with
numerous grammatical errors. These low BLEU
scores are comparable to performances of previous
works on this dataset (Zhao et al., 2021; Brazier and
Rouas, 2024) and are mainly caused by the nature
of the data (audiobooks with literary vocabulary).

Also, it is worth noting that two models,
TowerInstruct-7B-v0.2 and ALMA-7B-R, exhibit
poor performances in MT when fine-tuned on Libri-
trans. In the case of ALMA-7B-R, this can be ex-
plained by the fact that French is not among the
languages included in the data used to pre-train the
model. Thus, the model fails at predicting French
text.

As additional training information, all LLMs
have obtained their optimal state in a maximum of
5 epochs. This represents a training time of 3 hours
on a GPU NVIDIA A100 for each model. This
fast fine-tuning time is due to QLoRA and 4-bit
quantization strategies.

To summarize, the best machine translation per-
formances were achieved with the TowerBase-7B-
v0.1. This LLM serves as a baseline and foundation
model for the following experiment.

3.2 Fine-tuning LLMs with Emotion
The second experiment aims at observing the
behavior of our LLM-based TowerBase-7B-v0.1
model on the task of English-to-French Machine
Translation when emotion information is added to
the prompt before translation.

As a first step, we estimate the emotion of each
English recording present in the Libri-trans dataset.
Following the same methodology as Brazier and
Rouas (2024), we compute dimensional emotion
values for arousal, dominance, and valence with
the help of a trained SER model (Wagner et al.,
2023). Emotion values range between 0 and 1 and
are correctly balanced (medians between 0.4 and
0.6, see Brazier and Rouas (2024)).

As a second step, we create specific prompts that
include the emotion information in the text. For
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this purpose, we propose 3 different templates. The
first template adds emotion information before the
source sentence:

English <status> <emotion>: <src txt> \n French: <tgt txt>

(3)
where status is replaced by either with or without
if the emotion value is higher or lower than 0.5
respectively, emotion is replaced by either arousal,
dominance, or valence, src txt represents the
English source sentence, and tgt txt represents
the French target translation.

The second template adds emotion information
before the target sentence:

English: <src txt> \n French <status> <emotion>: <tgt txt>

(4)
The third template is inspired from Brazier and

Rouas (2024), where emotion information is added
as a discrete token at the start of the source sen-
tence:

English: [<emotion> <polarity>] <src txt> \n French: <tgt txt>

(5)
where polarity is replaced by either positive or
negative if the emotion value is higher or lower
than 0.5 respectively.

In this experiment, the TowerBase-7B-v0.1
model is retrained from its initial state and not
from the training checkpoint obtained after the pre-
vious experiment. In the following, all models ob-
tain their best performances in less than 5 training
epochs.

Table 2 showcases the results of our second ex-
periment. It reports BLEU and COMET scores of
the selected TowerBase-7B-v0.1 model on the dev
and test sets of the Libri-trans dataset under differ-
ent configurations. The first line mentions the score
of the LLM obtained in the previous experiment
and serves as a baseline for the second experiment.
The other lines correspond to the model trained
with different emotions (arousal, dominance, or va-
lence), and with different prompts (the numbers 3,
4, and 5 refer to their equation number).

We first remark that, except in the case of dom-
inance5, all COMET scores improved, compared
to their baseline. This reflects a better translation
quality when adding emotion information to the
prompts. The best COMET scores are obtained
when arousal information is added to the prompt
using Equation 3. In this configuration, COMET
scores are increased by +1.1 and +1.4 for the dev
and test sets of Libri-trans respectively.

Model BLEU COMET
dev test dev test

TowerBase 24.0 20.6 73.8 72.9
+arousal3 22.1 21.8 74.9 74.3
+arousal4 25.6 24.1 74.8 73.9
+arousal5 19.3 19.2 74.2 73.4
+dominance3 19.9 19.4 74.4 73.5
+dominance4 18.9 20.9 74.9 74.0
+dominance5 16.5 20.1 73.4 73.0
+valence3 21.5 18.9 74.1 73.5
+valence4 18.3 21.2 74.6 73.9
+valence5 17.2 16.0 74.5 73.6

Table 2: BLEU and COMET scores of the TowerBase
model on dev and test sets of Libri-trans. First line:
baseline score. Other lines: score when trained with
emotion in the prompt.

Secondly, we observe that BLEU scores show
improvements only for specific models. The best
BLEU scores are obtained when arousal informa-
tion is added to the prompt using Equation 4. In
this configuration, BLEU scores increase by +1.6
and +3.5 for the dev and test sets of Libri-trans
respectively. However, due to the low ranking of
BLEU (Freitag et al., 2022), we do not conduct
further analysis based on this metric.

In summary, incorporating emotion information
into the translation process appears to enhance
translation quality. The highest scores are achieved
when utilizing the arousal dimension with Equa-
tion 3 or 4. This finding aligns with the results
reported in Brazier and Rouas (2024).

4 Conclusion

We proposed a new MT pipeline that combines
an LLM-based model and emotion information
extracted from a SER model to improve trans-
lation performances. We obtain the best perfor-
mances when the arousal value is added to the LLM
prompt.

As future work, we will apply our method
to other multilingual datasets including Must-C
(Di Gangi et al., 2019). Unlike the Libri-trans
dataset, which consists of literary text read by
speakers, Must-C encompasses various speech
types, such as TED talks, which can offer more
emotional variability and therefore further enhance
translation performance. We also plan to extend
our method to the speech-to-text task, also known
as Speech translation.
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