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Abstract

This paper outlines our submission for the
IWSLT 2024 Simultaneous Speech-to-Text
(SimulS2T) and Speech-to-Speech (SimulS2S)
Translation competition. We have engaged
in all four language directions and both the
SimulS2T and SimulS2S tracks: English-
German (EN-DE), English-Chinese (EN-ZH),
English-Japanese (EN-JA), and Czech-English
(CS-EN). For the S2T track, we have built upon
our previous year’s system and further honed
the cascade system composed of ASR model
and MT model. Concurrently, we have intro-
duced an end-to-end system specifically for the
CS-EN direction. This end-to-end (E2E) sys-
tem primarily employs the pre-trained seam-
lessM4T model. In relation to the SimulS2S
track, we have integrated a novel TTS model
into our SimulS2T system. The final submis-
sion for the S2T directions of EN-DE, EN-ZH,
and EN-JA has been refined over our champi-
onship system from last year. Building upon
this foundation, the incorporation of the new
TTS into our SimulS2S system has resulted
in the ASR-BLEU surpassing last year’s best
score.

1 Introduction

This paper delineates the HW-TSC’s contributions
to the SimulS2T and SimulS2S Translation task
at IWSLT 2024. Presently, research on SimulS2T
translation from a systems architecture standpoint
can be segregated into two categories: cascade and
end-to-end. Cascade systems traditionally encom-
pass a streaming Automatic Speech Recognition
(ASR) module and a streaming text-to-text machine
translation (MT) module, with an additional option
of integrating correction modules. Despite the com-
plexity of module integration, training each unit
with ample data resources can yield significant re-
sults. On the other hand, an end-to-end approach
for SimulS2T is feasible, where translations are
directly procured from a unified model with speech

input. It’s worth mentioning, however, that bilin-
gual speech translation datasets, indispensable for
end-to-end models, remain scant.

Present efforts in simultaneous SimulS2T fo-
cus on the development of dedicated models cus-
tomised for this task. This approach, nonetheless,
comes with certain limitations, such as the need
for an extra model, often accompanying a more
complex training and inference process, augmented
computational demands, and potential performance
decrement when employed in an offline environ-
ment.

Our methodology for SimulS2T encompasses
the use of a reliable offline ASR model and a robust
offline MT model as the system’s bedrock. We have
adapted the onlinization approach of (Polák et al.,
2022) and introduced an improved technique suit-
able for integration into the cascade system. On the
official development set, our SimulS2T achieved a
comparable level to the offline models under strin-
gent latency constraints without any alterations to
the original models. The disparity between offline
and cascade has been further reduced compared
to our last year’s system. For the new CS-EN lan-
guage pair, we submitted the end-to-end (E2E) sys-
tem. We anticipate that future research will further
enhance the E2E system’s performance. Lastly, for
SimulS2S, our system from the previous year had
a low-performing TTS model. Hence, we updated
the SimulS2S TTS model and integrated it with our
latest SimulS2T system.

Our achievements is as follows:

• We further explored the upper limit of incre-
mental decoding on our last year’s champion
SimulS2T system, and the BLEU value has
been further improved compared to last year.

• We tried to extend our cascade SimulS2T
method to the end-to-end system, and
achieved the same effect with small losses
between the offline and simultaneous system.
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• Our method can be naturally extended to
the SimulS2S system, and after SimulS2T
reduced minor error propagation, SimulS2S
achieved greater improvements.

2 Models

All models used by our system are offline models
and do not use special streaming strategies. The
following is an introduction to each model.

2.1 Offline ASR
In all our cascade system, Our system uses the U2
(Wu et al., 2021) framework as the ASR (Auto-
matic Speech Recognition) module because it is
flexible and supports streaming and non-streaming
ASR. U2’s key features include dynamic chunk
training, CTC decoder, and autoregressive atten-
tion decoder. It’s capable of conditional training
with different chunk sizes and allows for multiple
decoding strategies. We use "attention_rescoring"
for re-scoring CTC generated texts.

2.2 Offline MT
The Machine Translation (MT) module of our sys-
tem is the Transformer (Vaswani et al., 2017), a
very common tool used in machine translation (Wei
et al., 2021; Li et al., 2022). To improve this, we
use multiple training strategies like multilingual
translation (Johnson et al., 2017) for English to
German, Chinese, and Japanese, forward transla-
tion (Wu et al., 2019) for generating synthetic data
(Nguyen et al., 2020), and generation from an ASR
model to reduce the domain gap.

2.3 Offline S2T
For CS-EN direction, We used the offline Seam-
lessM4T (Seamless Communication, 2023) as our
end-to-end SimulS2T model. SeamlessM4T in-
tegrates a deep learning framework with a self-
supervised speech representation learned from 1
million hours of open speech audio data using w2v-
BERT 2.0. The speech to text model employs a
audio encoder and text decoder. Open-sourced for
community development, SeamlessM4T includes
robust safety measures to mitigate harmful content
and is designed to be adaptable for various applica-
tions, from international communication to content
creation.

2.4 Offline TTS
The Text-to-Speech (TTS) module is vital for gener-
ating high-quality speech from translated text. We

use the VITS (Kim et al., 2021) model for this, a
state-of-the-art tool that can produce natural, fluent
speech. The process is efficient, only needing the
generated text to create the raw audio waveform.
This makes the TTS module faster and improves
the user experience.

3 Methods

3.1 Cascaded SimulS2T

For EN-DE, EN-JA, EN-ZH, we followed last
year’s model (Guo et al., 2023). Regarding the
incremental decoding strategy, we added vad seg-
mentation and chunk padding on the ASR side to
achieve smaller delays, and added an ensemble
strategy on the MT side to achieve better MT sta-
bility.

Onlinization Incremental Decoding is the main
way to make an offline model into a real-time one.
Translation tasks might need reordering or more
information, which isn’t clear until the source sen-
tence ends. Offline models work best when they
can process the whole sentence at once, but this
can cause delays in real-time mode. A possible so-
lution is to break the source sentence into smaller
pieces and translate each piece separately. This
lessens the processing time while keeping the trans-
lation quality. By using incremental decoding with
these smaller pieces, we can speed up the transla-
tion process a lot, which is perfect for real-time
situations.

In incremental inference, we break the input
sentence into set-sized chunks and decode each
chunk as it comes in. Once a chunk is chosen, its
predictions are locked in and aren’t changed any-
more to avoid distractions from constantly chang-
ing guesses. The decoding of the next chunk de-
pends on the locked-in predictions. In reality, de-
coding for new chunks can either continue from
a saved decoder state or start after forced decod-
ing with the locked-in tokens. In either situation,
the source-target attention can cover all available
chunks, not just the current one.

Prefix Vad Incremental decoding can pose chal-
lenges with longer sentences. As the sentence
lengthens and the prefix extends, the decoding pro-
cess tends to slow down, relying progressively on
extensive contexts. Consequently, this requires
waiting for more chunks to output translation re-
sults, which in turn affects our decoding delay. To
mitigate this, we propose incorporating vad (Tong
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et al., 2014) detection and trimming excessively
long prefixes once the input reaches a sufficient
length. This strategy helps to minimize the stream-
ing delay and reduce computational overhead for
the model. Simultaneously, to ensure decoding
quality, it’s crucial to maintain adequate context.
Therefore, when detecting vad, we consider the
current vad position’s distance from the sentence’s
start and end. Balancing this length setting with
overall performance is a key aspect of our ap-
proach.

Chunk Padding During the ASR streaming de-
coding process, we observed instability with decod-
ing the final few frames of the audio features. This
instability presumably results from the model’s in-
sufficient edge handling during the convolution pro-
cess. This issue consequently disrupts the beam
search of streaming ASR, leading to inconsistent or
sometimes erroneous outcomes. These errors are
then carried over to the MT model, negatively im-
pacting the streaming translation’s stability. How-
ever, by appending blank padding to the end of
each streaming chunk, we can notably enhance the
decoding stability for the stream’s last few words.

MT Ensemble In cascaded systems, the elimi-
nation of error propagation is often challenging.
The erroneous ASR inputs that the MT system pro-
cesses often lead to more significant errors. More-
over, our MT system has certain constraints due
to its use of various strategies for domain adap-
tation and fine-tuning, resulting in an overfitting
risk. To address these issues, we have incorporated
MT models trained with diverse strategies into this
year’s system. By employing ensemble (Sagi and
Rokach, 2018) methods, we aim to enhance the
model’s fault tolerance while simultaneously miti-
gating the risk of overfitting in the field.

3.2 E2E SimulS2T
For the newly introduced language direction this
year, CS-EN, we utilized the pre-trained seam-
lessM4T as our end-to-end SimulS2T model. We
attempted to fine-tune the seamlessM4T using the
officially provided data. Concurrently, we imple-
mented the aforementioned cascaded SimulS2T de-
coding strategy to seamlessM4T, aiming to attain a
streaming effect.

3.3 Cascaded SimulS2S
In a cascaded speech-to-speech translation system,
the TTS module plays a critical role in rendering

high-quality speech output from translated text. To
this end, we utilize the state-of-the-art VITS (Kim
et al., 2021) model, which is pretrained on mas-
sive amounts of data and incorporates advanced
techniques such as variational inference augmented
with normalizing flows and adversarial training.
This model has been shown to produce speech out-
put that is more natural and fluent compared to
traditional TTS models.

The inference process involves providing the
VITS model with the generated text, after which
the model generates the raw audio waveform. This
process is highly efficient and requires no addi-
tional input from the user. By leveraging the VITS
model, we are able to streamline the TTS module
and deliver high-quality speech output in a fraction
of the time traditionally required by other systems.
This results in a more seamless and intuitive user
experience, enabling our system to be used by a
wider range of individuals and applications.

4 Experiments Setup

4.1 Dataset

We used four datasets to train the ASR (Auto-
matic Speech Recognition) module: LibriSpeech
V12, MuST-C V2, TEDLIUM V3, and CoVoST
V2. Each dataset contains different types of data,
like audio book recordings, TED talks, and open-
domain content. LibriSpeech doesn’t have punctu-
ations in its texts, but MuST-C and CoVoST do.

For training the machine translation (MT) model,
we collected all available parallel corpora that were
similar to the MuST-C domain, then trained a multi-
lingual MT baseline model. We also incrementally
trained the model based on data from each language
direction.

4.2 Model

ASR We used 80-dimensional Mel-Filter bank
features from audio files to create the ASR training
corpus, and Sentencepiece for ASR texts tokeniza-
tion. The ASR model has different configurations
for encoder layers, decoder layers, heads, hidden
dimensions, and FFN. For training, we used a batch
size of up to 40,000 frames per card and trained
the model on 4 GPUs for 50 epochs. To improve
accuracy, we augmented all audio inputs with spec-
tral augmentation and normalized with utterance
cepstral mean and variance normalization. We also
apply prefix vad and chunk padding in the asr de-
coding metioned in Section 3.1.

324



System Language Pair BLEU AL AP DAL
IWSLT23 Best EN-DE 33.54 1.88 0.83 2.84
Our System EN-DE 34.24 1.94 0.84 2.94

IWSLT23 Best EN-JA 17.89 1.98 0.83 2.89
Our System EN-JA 17.94 1.93 0.84 2.82

IWSLT23 Best EN-ZH 27.23 1.98 0.83 2.89
Our System EN-ZH 27.63 1.88 0.83 2.82

Our System CS-EN 19.03 1.96 0.91 3.67

Table 1: Final systems results of SimulS2T on tsc-Common v2.0/dev

Model Language Pair ASR_BLEU StartOffset EndOffset ATD
IWSLT23 Best EN-DE 26.7 2.33 5.67 -
Our System EN-DE 27.09 1.86 4.17 3.06

IWSLT23 Best EN-JA 14.53 1.59 2.96 2.76
Our System EN-JA 15.55 2.32 3.15 2.89

IWSLT23 Best EN-ZH 20.19 1.77 2.98 2.93
Our System EN-ZH 22.92 1.76 3.0 2.79

Our System CS-EN 17.12 1.48 4.11 4.09

Table 2: Final systems results of SimulS2S on tsc-Common v2.0/dev

MT We used the Transformer deep model archi-
tecture for our MT model experiments. The con-
figuration of this model includes encoder layers,
decoder layers, heads, hidden dimensions, FFN,
and pre_ln. The model was trained using 8 GPUs,
with a batch size of 2048, a parameter update fre-
quency of 32, and a learning rate of 5e-4. During
inference, we used a beam size of 8 and set the
length penalties to 1.0. We selected 2 MT models
for ensemble mentioned in Section 3.1.

S2T We finetuned seamlessM4T-medium with
the official data, BLEU improved by two points but
did not exceed seamlessM4T-large-v2. Finally, we
submitted the seamlessM4T-large-v2 model as our
E2E model. We used the same decoding strategy
as the cascade, using a beam_size of 5 and setting
no_repeat_ngram_size.

TTS For EN-DE direction, we utilize the open-
source Espnet (Watanabe et al., 2018) for inference.
For EN-JA/ZH and CS-EN, we use the pretrained
models in huggingface. The pretrained models are

VITS (Kim et al., 2021) architecture, which adopts
variational inference augmented with normalizing
flows and an adversarial training process.

5 Results

5.1 SimulS2T

From Table 1, we can see that the our systems work
well on various language pairs. And our systems
even beat the best IWSLT23 systems of ourselves
with methods mentioned in Section 3. EN-DE has
improved the most. Since the gap between EN-DE
offline and streaming is much larger than that of
EN-JA and EN-ZH, we found that there is still a big
gap between the MT results of cascaded streaming
and ASR golden. In subsequent research, we may
focus on this point.

5.2 SimulS2S

From Table 2, we observed that the improvement of
S2S is greater than that of S2T. For EN-DE, most of
the improvement is mainly due to our replacement
of the TTS model, while for EN-JA and EN-ZH,
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thanks to the more stable SimulS2T, we spread to
The TTS error is smaller, so the improvement of
SimulS2S is more obvious than SimulS2T, which
also illustrates the impact of error propagation on
cascade system.

5.3 Ablation Study on Decoding Strategies

Decoding strategies BLEU
Baseline 34.24
IWSLT23 Best 33.54
- Prefix Vad 33.91
- Chunk Padding 34.02
- Ensemble 33.86

Table 3: Ablation Study on Decoding Strategies

We separately studied the impact of today’s
newly introduced decoding strategies on transla-
tion quality: prefix vad, chunk padding, ensemble.
It is evident from Table 3 that these decoding strate-
gies can effectively improve the overall quality of
the system.

6 Conclusion

In summary, this paper presents our efforts for
the IWSLT 2024 Simultaneous Speech-to-Text and
Speech-to-Speech Translation competition. We im-
proved upon our previous system, achieved better
translation accuracy and successfully integrated
a novel Text-to-Speech model. Our system uses
reliable offline models, and we managed to en-
hance the simulated conversation translation sys-
tem’s quality. Our experiments demonstrated that
our system performs well across different language
pairs. Future work will pay more focus on end-to-
end systems.
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