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Abstract

This paper describes the FBK’s participation
in the Simultaneous Translation Evaluation
Campaign at IWSLT 2024. For this year’s
submission in the speech-to-text translation
(ST) sub-track, we propose SimulSeamless,
which is realized by combining AlignAtt and
SeamlessM4T in its medium configuration.
The SeamlessM4T model is used "off-the-
shelf" and its simultaneous inference is enabled
through the adoption of AlignAtt, a SimulST
policy based on cross-attention that can be
applied without any retraining or adaptation
of the underlying model for the simultane-
ous task. We participated in all the Shared
Task languages (English— {German, Japanese,
Chinese}, and Czech—English), achieving ac-
ceptable or even better results compared to last
year’s submissions. SimulSeamless, covering
more than 143 source languages and 200 tar-
get languages, is released at https://github.
com/hlt-mt/FBK-fairseq/.

1 Introduction

Simultaneous speech-to-text translation (SimulST)
is the task in which a model has to provide a textual
translation into the target language while continu-
ously receiving an incremental speech input in the
source language.

SimulST poses additional difficulties to standard
offline ST, as it has to find the optimal balance be-
tween translation quality and output latency, which
is the time delay between an utterance being spo-
ken and the corresponding translation being emit-
ted. This balance — often referred to as "quality-
latency tradeoft” — depends on the application sce-
nario (Fantinuoli and Prandi, 2021), which can span
many domains such as online meetings, lectures,
conference talks, and live shows.

Due to the growing interest in SimulST tech-
nologies, this task has been included in the IWSLT

Evaluation Campaigns' since 2020. The increas-
ing interest has led to numerous direct and cascade
models participating in the challenge every year
(Ansari et al., 2020; Anastasopoulos et al., 2021,
2022; Agarwal et al., 2023), all vying for the title
of the best approach to realize a SimulST system
from scratch. More recently, the practice of using
models without ad-hoc training for the simultane-
ous scenario has become widespread (Polék et al.,
2022; Gaido et al., 2022; Papi et al., 2023a; Poldk
et al., 2023; Yan et al., 2023; Huang et al., 2023),
demonstrating that competitive or even superior re-
sults can be achieved compared to systems specif-
ically tailored for SimulST (Papi et al., 2022a).
Among the strategies used to repurpose standard
(offline) ST models for SimulST (Liu et al., 2020;
Papi et al., 2022a, 2023c), AlignAtt (Papi et al.,
2023b) emerged as the best one, achieving new
state-of-the-art results. AlignAtt exploits speech-
translations alignments based on cross-attention
scores to guide the simultaneous inference, over-
coming the limitations of the previous approach
relying on attention (Papi et al., 2023c).

Alongside the increased interest in the SimulST
task, especially during the last year, we have wit-
nessed an explosion in the use of large models
(Latif et al., 2023), including speech foundation
models (Radford et al., 2023; Pratap et al., 2023;
Barrault et al., 2023a; Zhang et al., 2023). These
models are now commonly used alone or in com-
bination with large language models (Gaido et al.,
2024) for generic ST tasks. Among these, Seam-
lessM4T (Barrault et al., 2023a) has emerged as
one of the most promising multimodal and mul-
tilingual models, covering more than 143 source
languages and 200 target languages.

For this year’s submission to the IWSLT Evalu-
ation Campaign on Simultaneous Translation, we,
therefore, propose to combine the best of both

"https://iwslt.org/
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Figure 1: Representation of the SeamlessM4T model combined with AlignAtt: SimulSeamless.

worlds to obtain a multilingual model without any
training or adaptation for the SimulST task. This
results in SimulSeamless, consisting of the Seam-
lessM4T model used "off-the-shelf" repurposed for
simultaneous inference using AlignAtt.

From empirical results on the task, we show
that SimulSeamless can achieve acceptable or even
better results compared to last year’s participants,
despite not being retrained or fine-tuned either for
the simultaneous task or on paired data in the eval-
uated languages. Moreover, SimulSeamless is a
generic multilingual model that can be used for any
allowed translation direction supported by the un-
derlying SeamlessM4T model, covering more than
143 source languages and 200 target languages.
The code is released under the Apache 2.0 Licence
at https://github.com/hlt-mt/FBK-fairseq/
blob/master/fbk_works/SIMULSEAMLESS.md.

2 SimulSeamless

Similarly to previous years (Gaido et al., 2022; Papi
et al., 2023a), we participated in the Simultaneous
Translation evaluation campaign, focusing on the
speech-to-text translation sub-track. For this year’s
submission, we opted for the use of the new Seam-
lessM4T model, which is allowed for the task,” as
the underlying model of the SimulST policy Alig-
nAtt. This policy can be applied to any standard
(i.e., offline-trained) model without the need for
retraining or adaptation.

In the following, both these elements and their
combination are explained in detail.

SeamlessM4T. SeamlessM4T (Barrault et al.,
2023a) (or Massively Multilingual & Multimodal
Machine Translation) is a family of models based
on pre-trained models including W2V BERT 2.0,
and NLLB (Costa-jussa et al., 2022), whose
encoder and decoder respectively are used for
the speech-to-text modality. W2V-BERT is a

Zhttps://iwslt.org/2024/simultaneous
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Conformer-based model (Gulati et al., 2020) com-
posed of 24 layers, with a total of ~600M parame-
ters, and trained on 1 million hours of open speech
audio data to learn self-supervised speech repre-
sentations. It processes the audio features obtained
by applying 80-dimensional Mel filterbanks to the
audio waveform. The W2V-BERT encoder is fol-
lowed by a Length Adapter based on a modified ver-
sion of the M-adaptor (Zhao et al., 2022), which is
a Transformer-based model (Vaswani et al., 2017)
that is in charge of compressing the speech repre-
sentation (by a factor of 8) through attention pool-
ing. The compressed input representations are then
fed to the NLLB decoder, in its 1.3B parameters
configuration, to produce the translations. The final
model was obtained after training on both manual
and automatically aligned speech translation data
with a total of 406,000 hours.

AlignAtt. AlignAtt (Papi et al., 2023b) is a
SimulST policy that relies on cross-attention to
make decisions about whether to emit translated
words or wait for additional information in the
simultaneous scenario. At each time step, the
cross-attention scores are exploited to obtain audio-
translation alignments by uniquely assigning the
predicted words to the audio frames (encoder
states) having the maximum attention score. Then,
it is checked, for each word, if it has been aligned
with one of the last f frames, which is the parame-
ter handling the latency of the model. If this is true,
the emission is stopped, otherwise, the next word
is evaluated. The idea behind AlignAtt is that, if a
word is aligned with one of the last received audio
frames, the encoded information could be unstable
and/or not sufficient to reliably predict that word.
Conversely, if a word mostly attends to a more
stable and earliest-received encoded information,
it can be safely predicted. With this formulation,
AlignAtt simplifies the previous EDAtt policy (Papi
et al., 2023c) by eliminating the dependency on
additional hyper-parameters while achieving com-
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petitive or even better results.

SeamlessM4T + AlignAtt = SimulSeamless.
Since AlignAtt is applicable to any standard ST
models without the need for re-training or adap-
tation, we chose to apply it directly to the Seam-
lessM4T model in its medium configuration, real-
izing SimulSeamless. This solution is completely
different from SeamlessStreaming (Barrault et al.,
2023b), which is obtained through an expensive
ad-hoc finetuning of the Seamless model for the si-
multaneous task based on EMMA - efficient mono-
tonic multi-head attention (Ma et al., 2023). Since
SeamlessM4T already covers all the languages eval-
uated in the Simultaneous track, the model is used
completely "off-the-shelf". The SimulSeamless
model is shown in Figure 1.

3 Experimental Settings

We used the available checkpoint of the Seam-
lessM4T model provided on HuggingFace in its
"medium" configuration,® with a total of 1.2B pa-
rameters.

The results are reported on the benchmarks used
for the submission, which is MuST-C (Cattoni et al.,
2021) v2.0 tst-COMMON for en-{de, ja, zh}, and
the dev set provided for the task for cs-en. The
scores are computed using the SimulEval toolkit
(Ma et al., 2020).* Translation quality is evaluated
using BLEU score with sacreBLEU (Post, 2018)°.
Latency is reported using Average Lagging (AL)
(Ma et al., 2019) since it is the metric used for the
final scoring. Length Adaptive Average Lagging
(LAAL) (Papi et al., 2022b) and Average Token
Delay (ATD) (Kano et al., 2022) are also evaluated
and included in the final results since they are offi-
cial metrics reported for the task.® Both latency and
BLEU scores are computed at the character level
for Chinese and Japanese while the standard 13a
tokenizer is used for sacreBLEU, and word-level
latency is computed for the other languages. Ad-
ditionally, computationally aware metrics are pre-
sented to account for the real elapsed time, which
also considers the computational cost of running
the underlying model. The inference was run using
a single GPU NVIDIA V100 with 16GB of RAM.

Shttps://huggingface.co/facebook/
seamless-m4t-medium

“We used the f1f5b9a commit that is the last version
with the remove evaluation working, which is needed to run
SimulEval using Docker containers.

SVersion 2.4.0.
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Figure 2: Example of skewed cross-attention scores
representation towards some frames.
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Figure 3: Translation quality (BLEUT) scores of
SimulSeamless on MuST-C v2.0 tst-COMMON for En-
glish (en) to German (de), Japanese (ja), and Chinese
(zh), and on the IWSLT 2024 dev set for Czech (cs) to
English by varying the decoder layer from which cross-
attention scores are extracted from.

For the AlignAtt policy, we set the size of the
speech chunk processed by the model at each time
step to 1s for English to German and Czech to En-
glish, 800ms for English to Chinese, and 400ms
for English to Japanese. To achieve latency close
to an AL of 2s required for the submission, we set
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Figure 4: Latency (ALJ) scores of SimulSeamless on
MuST-C v2.0 tst-COMMON for English (en) to German
(de), Japanese (ja), and Chinese (zh), and on the IWSLT
2024 dev set for Czech (cs) to English by varying the
decoder layer from which cross-attention scores are
extracted from.

the hyper-parameter handling the latency f to 1
for en-ja and en-zh, 6 for en-de, and 9 for cs-en.
The cross-attention scores are normalized frame-
wise before applying AlignAtt to avoid the cross-
attention weights being skewed to some frame rep-
resentation, as shown in Figure 2.

4 Results

4.1 Submission Selection

For selecting the best setting, we analyzed the per-
formance by varying the layer from which cross-
attention scores are extracted since simply aver-
aging them across layers led to worse results, as
also already found in (Papi et al., 2023c). The
layer-wise quality results are shown in Figure 3
while layer-wise latency results close to AL=2s are
shown in Figure 4.

It can be seen from the Layer-AL(s) curves (Fig-
ure 4) that Layer 5 represents a threshold layer
starting from which the latency increases signifi-
cantly without, however, similar significant quality
improvements in terms of BLEU (Figure 3). The
only acceptable layers to achieve an AL<2s for
en-ja are layers 1 and 2 while this set is extended
to layer 4 for cs-en, and up to layer 5 for en-de and
en-zh. Among the two admissible layers for en-ja,
we chose for the final submission the one maxi-
mizing the quality, which is Layer 1. For en-zh,
we followed a similar approach by choosing Layer
4, which achieves the highest BLEU score with
an admissible latency. The choice of Layer 4 is
also maintained for en-de and cs-en since we found

that is the layer achieving the best quality-latency
tradeoff between BLEU and AL.

4.2 Comparison with Last Year’s Participants

In Table 1, we report the scores for the final submis-
sion for each language pair, including LAAL and
ATD latency metrics and their corresponding com-
putationally aware scores. SimulSeamless is com-
pared with all the participants of last year: CMU
(Yan et al., 2023), CUNI-KIT (Polak et al., 2023),
FBK (Papi et al., 2023a), HW-TSC (Guo et al.,
2023), NAIST (Fukuda et al., 2023), and XIAOMI
(Huang et al., 2023). Comparisons are not reported
for cs-en since it is a new language direction for
the task.

First, it can be noticed that SimulSeamless
achieves the best translation quality and, in general,
the best quality-latency trade-off for en-ja. Con-
versely, it struggles to achieve very competitive
results in en-de and, especially, in en-zh. How-
ever, it is important to notice that SimulSeamless
is the only model that has not been fine-tuned on
the IWSLT-allowed data for the task, which in-
clude the MuST-C v2.0 training set. Therefore, it
is a more generic and multilingual system cover-
ing more than 143 source languages and 200 target
languages.’

Furthermore, an overlap has been identified be-
tween the MuST-C tst-COMMON and the ST-TED
dataset (Zhang and Ao, 2022), which was allowed
for last year’s task. Some participants, unaware
of this issue, employed the ST-TED dataset (e.g.,
CUNI-KIT and XIAOMI). Therefore, the results
achieved by last year’s submissions on the MuST-C
tst-COMMON may not be entirely reliable. In ad-
dition, it has been recently found another possible
overlap with TED2020, which may invalidate other

SCOI‘ES.8

In conclusion, SimulSeamless allows for accept-
able or even better results compared to last year’s
participants in the SimulST Evaluation Campaign
while being generic and potentially applicable to
all translation directions supported by the underly-
ing SeamlessM4T model without any retraining or
adaptation.

"We are not able to exclude that MuST-C has been used for
training the "off-the-shelf" SeamlessM4T but no ad-hoc fine-
tuning on the data and/or language pairs has been performed
for our participation.

8Unaware of this overlap, participations from CMU and
HW-TSC used this dataset.
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Lang. Pair | Model BLEU 1 AL | LAAL | ATD |
CMUT 30.4 1.92 1.99 -
CUNIL-KIT' 31.4 1.955 (3.072) - -

enode FBKf 30.70 | 1.888(2.939) | 2.069 (3.052) | 1.797 (2.364)
HW-TSCH 33.54 1.88 - -
NAIST 29.98 1.964 2.173 1.894
SimulSeamless’ | 27.37 | 1.815(3.012) | 1.993 (3.137) | 1.778 (2.353)
NAIST 15.32 1.974 2.291 0.548
enja CUNI-KITf 15.3 1.982 (3.489) - -
HW-TSC* 17.89 1.98 - -
SimulSeamless’ | 22.19 | 1.997 (4.018) | 2.137 (4.272) | 0.580 (2.728)
NAIST 22.11 1.471 1.907 0.668
CUNI-KIT 26.6 | 1.987 (3.508) - -
en-zh HW-TSC* 27.23 1.98 - -
XIAOMI' 26.59 1.966 - -
SimulSeamless’ | 20.56 | 1.942(3.388) | 2.080 (3.465) | 0.765 (1.933)
cs-en SimulSeamless’ | 18.03 | 1.988 (3.755) | 2368 (3.999) | 2.778 (3.399)

Table 1: Results on the MuST-C v2.0 tst-COMMON (for en-{de, ja, zh}) and IWSLT 2024 dev (for cs-en) considering
BLEU and all the latency metrics (in seconds) reported for the task. Results in brackets are computationally aware
but computed with different environments between systems. | indicates systems trained offline and tested in

simultaneous. ¥ indicates cascade systems.

5 Conclusions

We introduced FBK’s system designed for partici-
pation in the IWSLT 2024 Evaluation Campaigns
in Simultaneous Translation and, specifically, the
speech-to-text sub-track (SimulST). Our submis-
sion is characterized by the "off-the-self" use of
the SeamlessM4T model for direct speech trans-
lation, repurposed for the simultaneous scenario
by means of AlignAtt. AlignAtt is a SimulST pol-
icy that leverages cross-attention scores to guide
simultaneous inference without any further modifi-
cation or adaptation of the underlying model. The
combination of SeamlessM4T and AlignAtt results
in SimulSeamless, which supports all translation
pairs of the Evaluation Campaign (English to Ger-
man, Japanese, and Chinese, and Czech to English).
SimulSeamless, to be released upon paper accep-
tance, achieves acceptable or even superior results
compared to last year’s participants. Moreover, it
can be used for any language pairs enabled by the
underlying SeamlessM4T model, potentially cover-
ing more than 143 source languages and 200 target
languages.
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