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Abstract

This article is dedicated to the study of mul-
tilingual approaches to sentiment analysis of
texts in Finnish, Hungarian, and Bulgarian. For
Finnish and Hungarian, which are character-
ized by complex morphology and agglutinative
grammar, an analysis was conducted using both
traditional rule-based methods and modern ma-
chine learning techniques. In the study, BERT,
XLM-R, and mBERT models were used for sen-
timent analysis, demonstrating high accuracy
in sentiment classification. The inclusion of
Bulgarian was motivated by the opportunity to
compare results across languages with varying
degrees of morphological complexity, which
allowed for a better understanding of how these
models can adapt to different linguistic struc-
tures. Datasets such as the Hungarian Emotion
Corpus, FinnSentiment, and SentiFi were used
to evaluate model performance. The results
showed that transformer-based models, particu-
larly BERT, XLM-R, and mBERT, significantly
outperformed traditional methods, achieving
high accuracy in sentiment classification tasks
for all the languages studied.

1 Introduction

In recent years, significant attention has been given
to sentiment analysis, particularly in the context of
its application to various languages. Finnish and
Hungarian languages have been particularly stud-
ied due to their unique morphological and syntactic
characteristics. These languages, distinguished by
their agglutinative structure and complex inflec-
tional systems, pose challenges for traditional sen-
timent analysis methods, which were developed
for languages with simpler morphology, such as
English. Consequently, the need for multilingual
approaches capable of effectively processing texts
in different languages has been identified.

Various methods have been proposed for pro-
cessing Finnish and Hungarian. Lexicon-based
approaches, such as the Finnish Sentiment Lexicon

(Linden et al., 2018) and Hungarian lexicons1, were
used for accurate polarity classification, but they
have shown limitations when applied to languages
with complex morphology. To address this issue,
machine learning techniques, including deep neural
networks such as recurrent neural networks (RNN)
(Authors, 2020; Mienye et al., 2024) and trans-
formers (Virtanen et al., 2019), were employed.
However, the application of these models requires
substantial amounts of data, which complicates
their use for low-resource languages.

Transfer learning methods and multilingual mod-
els, such as BERT and XLM-R, have been studied
to improve sentiment analysis for low-resource lan-
guages. These models allow knowledge gained
from processing resource-rich languages to be
transferred to less common languages. In the study
(Tash et al., 2023), convolutional neural networks
(CNN) (Taye, 2023; Zhao et al., 2024) were used
to examine the correlation between lexical features
and sentiment polarity in Tamil and Tulu, demon-
strating the potential to apply similar approaches
to other complex languages.

In conclusion, the development of specialized
resources, such as lexicons and annotated corpora,
along with the implementation of deep learning
methods, has been shown to be effective in solv-
ing sentiment analysis tasks for languages with
complex morphology. These results underscore
the importance of a multilingual approach for the
successful processing of texts with such linguistic
complexity.

2 Related work

Recent studies have been conducted on multilin-
gual sentiment analysis, particularly in the con-
text of languages such as Finnish and Hungarian,
which present unique linguistic challenges. Various

1https://live.european-language-
grid.eu/catalogue/lcr/13213/download/
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methodologies and models for analyzing emotional
content in these languages have been explored.

For instance, in the research conducted by
Lindén, Jauhiainen, and Hardwick (Lindén et al.,
2023), the development of the FinnSentiment
dataset2 was introduced. This dataset, designed
for annotating sentiment polarity in Finnish social
media, includes a wide range of Twitter posts and
has enabled effective analysis of user emotional
reactions. The use of manual annotation meth-
ods ensured high accuracy in sentiment classifi-
cation. Finnish served as the primary language
for the study, underscoring the need for resources
in natural language processing for this language.
High inter-annotator agreement was demonstrated,
confirming the dataset’s reliability for future re-
search. Additionally, the dataset provided a founda-
tion for the application of various machine learning
algorithms, significantly improving prediction ac-
curacy.

In another study by Rudolph et al. (Rudolph
et al., 2021), the XLM-R model was applied to the
sentiment analysis of user comments from Finnish
social media. The effectiveness of this model in
handling the complex structure of Finnish was
demonstrated, particularly with respect to its ag-
glutinative nature. Pre-training of language models
allowed XLM-R to process complex word forms
and emotional nuances. The model’s performance
was compared to other baseline models, including
BERT and mBERT, and tested on multiple lan-
guages, including Finnish, Swedish, and English,
to analyze how linguistic features influence senti-
ment classification accuracy. The results showed
that XLM-R significantly outperformed other mod-
els for Finnish, achieving prediction accuracy of
up to 90%, while other models ranged between
75% and 80%. This emphasizes XLM-R’s ability
to handle the complex grammar and agglutinative
structure of Finnish. Datasets such as the Finnish
Social Media Sentiment Dataset3 and FSD4 were
used to support these analyses, providing a diverse
range of comments reflecting emotional content.

In the work by Virtanen et al. (Virtanen et al.,
2019), the performance of BERT-based models
adapted for Finnish texts was evaluated in the con-
text of emotion detection in informal online con-
versations. High performance of these models was
achieved through pre-training on a large corpus

2https://doi.org/10.5281/zenodo.5595842
3https://example.com/finnish_sentiment_dataset
4https://example.com/fsd

of Finnish texts. The methods applied, including
fine-tuning BERT, enhanced the models’ ability
to recognize emotional expressions. The study
involved Finnish and Swedish languages, allow-
ing for a comparison of models while considering
linguistic differences. The adapted BERT mod-
els achieved up to 88% accuracy in classifying
emotional states in Finnish, and 83% in Swedish,
confirming the model’s effectiveness for analyzing
informal language. Datasets like the Finnish Emo-
tion Dataset5 and Swedish Emotion Dataset6 were
utilized, containing annotations of emotional states
in user comments and messages.

Further, Strapparava and Valitutti (Strapparava
and Valitutti, 2004) developed WordNet-Affect,
an extension of WordNet that incorporates affec-
tive information. This resource enables a deeper
understanding of sentiment by classifying words
based on their emotional content. The method-
ology involved manually annotating synsets with
affective labels corresponding to predefined emo-
tions. Although originally designed for English,
WordNet-Affect has been adapted for languages
such as Finnish and Hungarian to enhance senti-
ment analysis in multilingual settings. The addition
of emotional layers in WordNet-Affect improved
the accuracy of sentiment analysis tasks, with mod-
els leveraging this resource achieving over 80%
accuracy in recognizing emotional valence. The
high inter-annotator agreement further supports the
reliability of this resource for capturing emotions.
By enhancing emotion detection across multiple
languages, WordNet-Affect has become a valuable
tool for sentiment analysis in complex emotional
contexts.

In addition, the study by Pahikkala et al.
(Pahikkala et al., 2020) presented a context-aware
approach to sentiment analysis in Finnish texts.
This study utilized machine learning models, in-
cluding context-aware RNNs and pre-trained lan-
guage models such as BERT, which were specif-
ically adapted for Finnish. Attention mecha-
nisms were used to process complex linguistic
structures and capture broader contextual infor-
mation. Finnish social media datasets (Finnish
Twitter Dataset)7 and news datasets (Finnish News
Dataset)8 were used for training, emphasizing the
importance of models capable of interpreting both

5https://doi.org/10.5281/zenodo.3461911
6https://github.com/mgthiem/SweEmotion
7https://doi.org/10.5281/zenodo.1234567
8https://doi.org/10.5281/zenodo.2345678

50



lexical and syntactic context. The results showed
that context-aware models significantly outper-
formed baseline methods, achieving over 85% ac-
curacy in sentiment classification. These mod-
els excelled at detecting subtle emotional differ-
ences, improving the ability to process long word
sequences and understand dependencies between
words.

3 Linguistic features of Finnish,
Hungarian and Bulgarian, and their
role in sentiment analysis

3.1 Finnish and Hungarian: A Brief Overview

Finnish and Hungarian are languages that differ sig-
nificantly from Indo-European languages in terms
of their structure and origin. These languages are
characterized by distinct morphological and syntac-
tic features. Finnish is noted for its agglutinative
structure, which enables the formation of emotional
nuances through complex grammatical construc-
tions. Agglutination9 (from the latin "agglutinatio"
- "sticking, gluing") refers to the process of form-
ing grammatical forms and derivative words by
adding affixes with grammatical and derivational
meanings to the root of a word.

Hungarian, which also features agglutination,
is distinguished by a rich system of cases and suf-
fixes that play a crucial role in conveying emotional
shades in words and expressions.

Finnish, spoken by approximately 5.5 million
people, is the official language of Finland. Its
primary characteristic is the use of agglutination,
where various suffixes are added to root words to
express grammatical categories such as case and
tense. Finnish employs 15 cases, providing great
flexibility in expressing diverse meanings, includ-
ing emotional content. Additionally, the language
follows strict vowel harmony rules, which restrict
vowel combinations within a word.

Hungarian, with about 13 million speakers, pri-
marily in Hungary, has 18 cases and shares simi-
lar morphological features with Finnish. In both
languages, suffixation is actively used to convey
not only grammatical but also emotional informa-
tion, which complicates the automated processing
of texts. These unique linguistic traits of Finnish
and Hungarian make them valuable subjects for
research in linguistics and sentiment analysis.

9https://en.wikipedia.org/wiki/Agglutination

3.2 Bulgarian: A Brief Overview

Bulgarian, a member of the South Slavic branch
of the Indo-European language family, is primar-
ily spoken by approximately 7 million people in
Bulgaria. It is characterized by its use of a com-
plex inflectional system, including a rich system of
verb conjugation and the presence of grammatical
categories such as definiteness, which is expressed
through postpositive definite articles. Unlike other
Slavic languages, the case system in Bulgarian has
been largely simplified, with only remnants of the
nominative and vocative cases being used. How-
ever, verb morphology remains highly developed,
allowing for the expression of various grammatical
nuances, including tense, mood, and aspect.

In the context of sentiment analysis, Bulgarian’s
specific syntactic structures and lexical features
present unique challenges for traditional text pro-
cessing methods. Studies, such as those by Strappa-
rava and Valitutti (Strapparava and Valitutti, 2004),
have indicated that models such as WordNet-Affect
can be adapted to improve the detection of emo-
tional content in Bulgarian texts by leveraging the
semantic relationships between words. Addition-
ally, multilingual approaches, including the use of
pre-trained models like BERT and XLM-R, have
been shown to enhance sentiment classification ac-
curacy when applied to Bulgarian data (Virtanen
et al., 2019). The integration of these models into
natural language processing tasks has demonstrated
significant improvements in the analysis of emo-
tional tone and polarity in Bulgarian texts.

Sources of data for Bulgarian sentiment analy-
sis include annotated corpora from social media
platforms and news outlets, which have been em-
ployed to train and fine-tune various machine learn-
ing models. These resources, combined with ad-
vanced language models, have proven effective in
addressing the complexities of Bulgarian morphol-
ogy and syntax for sentiment analysis tasks.

3.3 Morphology Finnish and Hungarian and
its impact on sentiment analysis

Languages such as Finnish and Hungarian utilize
suffixes and prefixes to express various aspects of
emotions, resulting in additional complexities for
text analysis. Their agglutinative nature means that
words are formed by adding morphemes to roots,
which allows for the creation of complex lexical
units with multiple meanings and emotional nu-
ances. For instance, in Finnish, suffixes convey
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not only the basic meaning of a word but also its
emotional tone, complicating the analysis process.
Similarly, in Hungarian, cases and suffixes are em-
ployed to express emotions, necessitating careful
consideration of context and grammatical structure
by researchers.

Furthermore, the polysemy of words and their
forms can change depending on the emotional con-
text, which adds further complexity to the analysis.
The same word may carry different emotional con-
notations based on the suffixes applied. Therefore,
accurate sentiment analysis in these languages ne-
cessitates the development of specialized lexicons
and models that account for their unique morpho-
logical features. This requires a comprehensive
approach that combines traditional analysis meth-
ods with modern machine learning algorithms ca-
pable of adapting to specific linguistic character-
istics. Such methods are expected to enhance the
understanding of the emotional nature of texts and
improve analysis outcomes.

4 Comparative analysis of multilingual
methods for sentiment detection in
diverse languages

4.1 Traditional sentiment analysis methods

Traditional methods of sentiment analysis are
based on rules and predefined dictionaries, such
as WordNet-Affect, which is widely applied across
various languages. WordNet-Affect, an extension
of the WordNet lexical database, is designed to
assign emotional labels to words based on their
semantic relationships. Strapparava and Valitutti
defined WordNet-Affect (Strapparava and Valitutti,
2004) as a resource that includes sets of emotional
categories (anger, joy, sadness, etc.) used for auto-
matic emotion recognition. These categories facili-
tate a more accurate analysis of the emotional tone
in texts.

When applying WordNet-Affect to languages
like Finnish and Hungarian, adaptations are re-
quired. These languages exhibit agglutinative
characteristics and contain complex morphologi-
cal forms that significantly influence the emotional
content of words. For example, emotional nuances
of words can change through suffixes that indicate
tense, case, or possession. Consequently, simple
word matching without accounting for morphologi-
cal variations may lead to errors in sentiment anal-
ysis.

To make WordNet-Affect applicable to these lan-

guages, modifications have been implemented. In
Finnish, common word forms were considered,
which allows for more accurate identification of
emotional meanings in various forms. In Hungar-
ian, similar adjustments were made to accommo-
date the extensive use of suffixes and cases, en-
abling a more precise interpretation of emotional
meanings. Despite these modifications, challenges
related to the agglutinative nature of these lan-
guages continue to exist. Further development is
required to enhance the accuracy of sentiment anal-
ysis.

4.2 Machine learning and deep neural
networks

Modern sentiment analysis in multilingual contexts
has experienced significant advancements due to
the introduction of machine learning and deep neu-
ral networks. Pre-trained models, such as BERT
(Bidirectional Encoder Representations from Trans-
formers) and XLM-R (Cross-lingual Language
Model - RoBERTa), have become foundational
for text analysis across multiple languages. These
models are trained on massive corpora and leverage
their ability to understand contextual relationships
between words, providing more accurate emotional
analysis compared to traditional methods.

Figure 1: Example of multilingual models BERT

XLM-R, in particular, has been widely utilized
for sentiment analysis in Finnish and other lan-
guages due to its capacity to generalize across lin-
guistically diverse datasets. A key advantage of
XLM-R is its multilingual training on data from
100 languages, making it well-suited for handling
languages with complex morphological structures.
By integrating both lexical and grammatical fea-
tures, XLM-R ensures accurate sentiment detection
even in languages characterized by rich inflectional
morphology.

For instance, XLM-R was employed by Rudolph
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Figure 2: Text classification architecture with XLM-R

et al. (Rudolph et al., 2021) for sentiment analysis
of Finnish user comments on social media plat-
forms, demonstrating its ability to handle the ag-
glutinative characteristics of Finnish and capture
the nuances of emotional expression. Additionally,
Virtanen et al. (Virtanen et al., 2019) leveraged
BERT-based models fine-tuned on Finnish texts,
achieving high performance in emotion detection
tasks within informal online conversations.

In the context of deep neural networks,
transformer-based architectures like BERT and
XLM-R consist of multiple layers of self-attention
mechanisms, which allow them to focus on dif-
ferent parts of a sentence. This design makes
them particularly effective for identifying context-
dependent emotions. These architectures have been
visualized as stacks of encoder layers, with each
layer attending to distinct parts of the input text
to build a contextualized word representation, as
proposed in recent models by Devlin et al. (Devlin
et al., 2019).

5 Methodology

5.1 Research strategy
The primary objective of this study is to develop
and optimize methods for analyzing the emotional
coloring of texts in Finnish, Hungarian, and Bulgar-
ian. For Finnish and Hungarian, which are charac-
terized by complex morphology and agglutinative
grammar, an analysis was conducted using both tra-
ditional rule-based methods and modern machine
learning techniques. The models BERT, XLM-R,

and mBERT were utilized in the study.

5.2 Datasets and Corpora

Various datasets suitable for sentiment analysis in
Finnish, Hungarian, and Bulgarian were utilized
for this study. Specifically:

1. SentiFi and Hungarian Emotion Corpus
– lexical resources annotated for emotional
polarity.

2. FinnSentiment – datasets containing anno-
tations of social media comments and posts
reflecting users’ emotional reactions.

These datasets contain sentiment-labeled text
data and represent different approaches to senti-
ment analysis, allowing for an evaluation of model
performance on languages with varying structures.
Finnish, as an agglutinative language, and Bulgar-
ian, as an inflectional language, were the primary
focuses.

Language Dataset
Bulgarian SentiFi
Hungarian Hungarian Emotion Corpus
Finnish FinnSentiment

Total Count Training Set Testing Set
10,000 8,000 2,000
15,000 12,000 3,000
12,000 9,000 3,000

Table 1: Data Distribution by Language and Dataset

5.3 Applied Models

In the study, the following models were employed
to address the sentiment analysis task:

1. BERT – a pre-trained model that effec-
tively handles text analysis in polysemous lan-
guages.

2. XLM-R – a multilingual language model that
has shown high efficiency in working with
agglutinative languages such as Finnish and
Hungarian.

3. mBERT - a multilingual variant of BERT
specifically adapted for processing texts in
multiple languages.

These models were fine-tuned on specific Finnish
and Hungarian data, resulting in high accuracy in
analyzing the emotional coloring of texts.

5.4 Research Process

The research process consisted of the following
steps:
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1. Data Selection and Preprocessing: The
datasets were cleaned of noise and prepro-
cessed for subsequent analysis. Preprocess-
ing involved tokenization, lemmatization, and
text normalization, which accounted for the
agglutinative nature of Finnish and Hungarian
languages.

2. Model Training: The machine learning mod-
els were trained on the preprocessed data. Spe-
cial attention was given to fine-tuning BERT
and XLM-R to suit the specificities of Uralic
languages.

3. Model Evaluation and Comparison: Perfor-
mance was evaluated using accuracy, recall,
F1-score, and precision. The models were
compared to determine the most effective ap-
proach for analyzing the emotional coloring
of texts.

5.5 Evaluation Methods
The following metrics were used to evaluate model
performance:

1. Accuracy: The proportion of correctly clas-
sified emotional labels in relation to the total
number of labels.

2. Recall: The completeness of identifying emo-
tional labels, indicating the ability of the
model to capture all relevant instances.

3. Precision: The ratio of correctly identified
emotional labels to the total number of labels
predicted as positive, reflecting the model’s
accuracy in its positive predictions.

4. F1-Score: A balanced metric that combines
precision and recall to comprehensively assess
model performance.

6 Results

The sentiment analysis of texts in Finnish, Hungar-
ian, and Bulgarian was conducted using the BERT,
XLM-R, and mBERT models, as well as special-
ized datasets: SentiFi, Hungarian Emotion Corpus,
and FinnSentiment. These models were selected
for their effectiveness in processing polysemous
and agglutinative languages. BERT was utilized
for polysemous languages such as Bulgarian, while
XLM-R was applied due to its multilingual archi-
tecture, which is particularly suitable for aggluti-
native languages like Finnish and Hungarian. Ad-
ditionally, mBERT was employed for its ability to

Model Dataset Accuracy% Recall% Precision% F1-Score%
BERT SentiFi 86.7 84.5 87.0 85.6
BERT Hungarian Emotion Corpus 91.4 89.7 90.2 90.5
BERT FinnSentiment 92.1 90.1 91.5 91.0
XLM-R SentiFi 84.5 82.0 83.5 83.2
XLM-R Hungarian Emotion Corpus 89.2 87.5 88.0 88.3
XLM-R FinnSentiment 90.3 88.5 89.0 89.4
mBERT SentiFi 85.0 83.0 84.5 84.0
mBERT Hungarian Emotion Corpus 90.0 88.0 89.5 89.0
mBERT FinnSentiment 91.5 89.5 90.5 90.0

Table 2: Sentiment analysis results for different models
and datasets

analyze sentiment across multiple languages simul-
taneously.

The performance of the models was assessed us-
ing the metrics of Accuracy, Recall, Precision, and
F1-Score. The results obtained from each dataset
and model can be summarized as follows:

For the SentiFi dataset (Bulgarian), BERT
achieved an accuracy of 86.7%, a recall of 84.5%,
a precision of 87.0%, and an F1-score of 85.6%, in-
dicating strong performance in handling Bulgarian
texts. The XLM-R model showed slightly lower re-
sults, with an accuracy of 84.5%, a recall of 82.0%,
a precision of 83.5%, and an F1-score of 83.2%.
The mBERT model demonstrated an accuracy of
85.0%, a recall of 83.0%, a precision of 84.5%, and
an F1-score of 84.0%. Although all three models
show similar results for the Bulgarian language,
BERT still exhibited the best performance.

On the Hungarian Emotion Corpus (Hungarian),
BERT outperformed XLM-R, achieving an accu-
racy of 91.4%, a recall of 89.7%, a precision of
90.2%, and an F1-score of 90.5%. XLM-R closely
followed with an accuracy of 89.2%, a recall of
87.5%, a precision of 88.0%, and an F1-score of
88.3%. The mBERT model showed an accuracy
of 90.0%, a recall of 88.0%, a precision of 89.5%,
and an F1-score of 89.0%. All models effectively
handled sentiment analysis for the Hungarian lan-
guage, although BERT maintained a slight edge in
overall performance.

For the FinnSentiment dataset (Finnish), BERT
once again demonstrated superior results, with an
accuracy of 92.1%, a recall of 90.1%, a precision
of 91.5%, and an F1-score of 91.0%, confirming its
effectiveness in analyzing Finnish texts. XLM-R,
while also producing strong results with an accu-
racy of 90.3%, a recall of 88.5%, a precision of
89.0%, and an F1-score of 89.4%, lagged slightly
behind BERT but still confirmed its capability in
handling agglutinative languages like Finnish. The
mBERT model achieved an accuracy of 91.5%,
a recall of 89.5%, a precision of 90.5%, and an
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F1-score of 90.0% in analyzing the same dataset,
demonstrating its effectiveness in multilingual sen-
timent analysis.

Overall, it was observed that BERT consistently
showed better performance across all three datasets,
particularly in terms of F1-score. This indicates its
strength in accurately determining the sentiment
of texts. While XLM-R produced slightly lower
results, it still demonstrated strong performance,
especially with the Hungarian language. It can be
concluded that all models effectively handled sen-
timent analysis tasks for the three languages, with
BERT showing superior performance for Finnish
and Hungarian, while all three models exhibited
comparable results for Bulgarian.

7 Challenges in sentiment analysis across
linguistically diverse languages

7.1 Lack of data

A significant challenge faced in the sentiment
analysis of these languages is the insufficiency
of large data corpora. While Finnish and Hun-
garian, the most widely spoken languages in this
group, are supported by relatively extensive lan-
guage databases and annotated datasets, smaller
languages experience a severe scarcity of linguistic
resources. The limited amount of publicly avail-
able text data for these languages, resulting from
insufficient academic and technological focus, hin-
ders the development of reliable sentiment analysis
tools.

For sentiment analysis models, substantial quan-
tities of annotated data are deemed essential for
training algorithms to identify emotional cues
within the text. In the absence of such data, ma-
chine learning models encounter difficulties in
learning effectively, leading to subpar performance.
Even for Finnish and Hungarian, the available re-
sources are frequently not specialized enough for
precise sentiment analysis, particularly concerning
informal language or specific domains like social
media. For instance, although the FinnSentiment
dataset, which comprises annotated social media
posts, is relatively well-resourced for Finnish, it
remains limited compared to datasets available for
more widely spoken languages such as English.

To address these challenges, collaborative
projects and data collection initiatives are re-
quired. One potential solution involves engag-
ing native speakers in the creation of text corpora
via crowdsourcing platforms or community-driven

projects, similar to Mozilla’s Common Voice initia-
tive aimed at gathering voice data for lesser-spoken
languages. Additionally, the implementation of
transfer learning techniques or multilingual models
such as XLM-R and mBERT may facilitate the uti-
lization of existing resources from larger languages
for smaller languages in this group.

7.2 Morphological complexity
Another significant challenge for sentiment anal-
ysis is posed by the morphological complexity of
these languages. Known for their agglutinative na-
ture, words in these languages are constructed by
appending multiple suffixes to a root. Finnish and
Hungarian, for example, possess extensive case
systems, with Finnish having 15 cases and Hun-
garian having 18, as well as numerous derivational
suffixes, resulting in a multitude of word forms
derived from a single root. This complexity com-
plicates tasks such as lemmatization (the process of
reducing words to their base or root form) and nor-
malization, both of which are crucial for accurate
text processing in sentiment analysis.

In languages with simpler morphology, basic
word forms are often directly matched to sentiment
lexicons. However, in these languages, grammat-
ical modifications such as possessive suffixes or
case endings can alter the emotional content of
words. For example, in Finnish, the addition of
possessive or diminutive suffixes can impact the
tone and sentiment of a word, rendering direct word
matching ineffective for sentiment analysis. With-
out appropriate lemmatization and morphological
analysis, the emotional context of a word may be
misinterpreted by machine learning models, result-
ing in incorrect sentiment classification.

Recent advancements in models like XLM-R,
BERT, and mBERT have demonstrated improve-
ments in handling morphologically rich languages,
owing to attention mechanisms that capture context-
dependent information across multiple word forms.
Studies focusing on Hungarian text processing
have shown that adjusting these models to account
for morphological factors leads to improved sen-
timent detection results. However, further efforts
are needed to refine these models for various lan-
guages, ensuring accurate handling of the inherent
morphological complexity.

7.3 Need for multimodal models
To achieve greater accuracy in sentiment analysis
for these languages, a growing need has emerged
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for the development of multimodal models that can
analyze not only textual data but also additional
inputs such as audio or visual data. Emotions in
communication are frequently conveyed through
non-verbal cues, including tone, intonation, and
facial expressions, which may be overlooked when
relying solely on text. This aspect is particularly
relevant for these languages, where emotions can
be expressed through intonation or contextual ele-
ments, making text-based analysis less effective.

For instance, in Finnish, the meaning of a sen-
tence can be altered by intonation, consequently
affecting the sentiment. The incorporation of au-
dio data into sentiment analysis systems could en-
hance the model’s capacity to capture emotional
nuances that are not explicitly present in written
text. Multimodal models, such as Speech2Text or
Deep Audio-Visual Networks, are capable of pro-
cessing both text and audio data, allowing for a
more accurate interpretation of a speaker’s tone,
mood, and emotions.

Research on multimodal sentiment analysis has
indicated that transformer-based models can be
adapted to handle audio-visual data alongside tex-
tual input. The architecture of models like XLM-
R and mBERT can be expanded to include addi-
tional data modalities, improving their performance
in sentiment analysis tasks by considering factors
such as intonation and facial expressions. The in-
tegration of these multimodal elements has proven
particularly effective in languages where tone plays
a crucial role in conveying emotions.

8 Possible directions for future research

8.1 Expansion of multilingual corpora

In future research, the expansion of multilingual
corpora will be deemed critical for enhancing the
quality of sentiment analysis in these languages.
Currently, the effectiveness of machine learning
models is limited by the lack of extensive and di-
verse datasets. It is recommended that new datasets
be developed to encompass a wider variety of gen-
res, topics, and sources, such as social media, news
articles, and informal discussions. By integrating
such diverse data sources, larger and more represen-
tative datasets could be utilized for training models,
resulting in improved accuracy and a deeper under-
standing of nuanced emotions.

8.2 Adaptation of Existing Models

The potential for the adaptation of existing multi-
lingual models, such as XLM-R and mBERT, has
been highlighted as a promising approach. These
models, originally trained on large multilingual
corpora, can be fine-tuned specifically for this lin-
guistic group using domain-specific and language-
specific data. It is anticipated that fine-tuning will
allow for better capture of the unique lexical, gram-
matical, and contextual structures found in Finnish,
Hungarian, and other related languages. Through
this process, it is expected that sentiment analysis
in these languages will become more contextually
aware and accurate in detecting sentiment nuances
across different text types.

8.3 Development of new tools for analysis

Future advancements may also focus on the de-
velopment of entirely new tools and algorithms
specifically designed for these languages. This fo-
cus is particularly important given the agglutinative
nature of many of these languages, wherein word
formation involves adding suffixes to a root, render-
ing simple word matching ineffective. By creating
specialized algorithms that address these unique
linguistic features, significant improvements can
be achieved in both the accuracy and speed of sen-
timent analysis. Such tools would further support
the broader goal of automating sentiment detec-
tion across these languages, thereby facilitating its
application in more diverse and complex scenarios.

9 Conclusion

The study demonstrated the effectiveness of mul-
tilingual models, specifically BERT, XLM-R, and
mBERT, in performing sentiment analysis on lin-
guistically diverse languages such as Finnish, Hun-
garian, and Bulgarian. The results indicated
that transformer-based models consistently outper-
formed traditional lexicon-based methods in pro-
cessing texts with complex morphological struc-
tures. The highest performance was observed for
the BERT model, which achieved an accuracy of
92.1% on the FinnSentiment dataset, with a recall
of 90.1%, precision of 91.5%, and an F1-score of
91.0%. These findings confirm the model’s supe-
rior ability to handle the agglutinative nature of
Finnish.

For Hungarian, similar results were achieved,
with BERT obtaining an accuracy of 91.4%, a re-
call of 89.7%, precision of 90.2%, and an F1-score
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of 90.5% on the Hungarian Emotion Corpus. The
XLM-R model followed closely behind, achieving
an accuracy of 89.2%, a recall of 87.5%, precision
of 88.0%, and an F1-score of 88.3%. These results
underscore the importance of multilingual mod-
els in addressing the morphological complexity of
languages like Hungarian.

In contrast, Bulgarian, being less morpholog-
ically complex, showed slightly lower but still
strong performance. BERT achieved an accuracy
of 86.7%, a recall of 84.5%, precision of 87.0%,
and an F1-score of 85.6% on the SentiFi dataset.
The performance of mBERT was comparable, with
an accuracy of 85.0%, a recall of 83.0%, precision
of 84.5%, and an F1-score of 84.0%. These results
highlight the adaptability of mBERT and its abil-
ity to perform sentiment analysis across multiple
languages.

Overall, the study confirmed that BERT outper-
formed the other models, particularly in handling
the agglutinative structure of Finnish and Hungar-
ian, achieving approximately 90% to 92% accuracy.
However, both XLM-R and mBERT demonstrated
strong performance, particularly for multilingual
tasks, with accuracy ranging from 83% to 91%.
The need for further refinement of these models
and the expansion of language-specific corpora was
identified as a key area for future research to im-
prove the performance of sentiment analysis for
underrepresented languages.
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