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Abstract

Newspapers have always remained an impor-
tant medium for disseminating information to
the masses. With continuous access and avail-
ability of news, there is a severe competition
among news media agencies to attract user at-
tention. Therefore, ensuring fairness in news
reporting, such as, politically stance neutral
reporting has become more crucial than be-
fore. Although several research studies have ex-
plored and detected political stance in English
news articles, there is a lack of research focus-
ing on low-resource languages like Estonian.
To address this gap, this paper examines the
effectiveness of established stance-detection
features that have been successful for English
news media, while also proposing novel fea-
tures tailored specifically for Estonian. Our
study consists of 32 different features com-
prising of lexical, Estonian-specific, framing
and sentiment-related features out of which we
identify 15 features as useful for stance detec-
tion.

1 Introduction

With the rise of the internet, the information-
seeking behavior has undergone a shift such that
news media has pivoted away from traditional
printed newspapers towards social media and on-
line platforms (Chakraborty et al., 2017, 2019).
Furthermore, in today’s interconnected world,
online news articles becoming readily available
within minutes of an event occurring (Bucy et al.,
2007; Chakraborty and Chakraborty, 2023). While
users rely on the news media agencies for a fair
and high quality reporting of news events, there
has been several instances of deviation from jour-
nalistic news values in news reporting (Tandoc
et al., 2021), such as, deliberately lying or leav-
ing out context, not fact-checking sources, using
clickbait, being biased (Spinde, 2021), using po-
litically aligned news reporting (Park et al., 2022;
Chakraborty et al., 2020), etc. However, with this
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massive growth in news media and shift in news
consumption behavior, it has become increasingly
challenging and time-consuming to manually ver-
ify bias in news articles and ensure that the news
articles follows journalistic standards. This is es-
pecially true for low-resource languages, where
building machine learning based solutions is of-
ten more difficult due to the lack of training data.
Therefore, it is important to develop and explore
techniques, which use automatically extracted text
features as a way to gain insight and monitor news
media.

Although there are several forms of bias in news
media, in this paper, we focus on political leaning
or stance in news articles. While few automated
stance detection concerning political leaning has
been explored for different topics in English news
media, such as political elections and candidates,
climate change, COVID-19, and abortion rights,
more extensive research is needed to enhance un-
derstanding and accuracy (ALDayel and Magdy,
2021; Farsi et al., 2024; Mohammad et al., 2016a;
Neha et al., 2022; Fisher et al., 2023; Baxi et al.,
2022; Chakraborty et al., 2022). However, political
stance detection in Estonian news media is a mostly
unexplored topic. Estonian, spoken by about a mil-
lion people, has a much smaller language corpus
with around 3 billion words compared to English,
which has over 1.4 billion speakers (Dyvik) and
a corpus of 800 billion words (Piir, 2023). Mean-
while, the rise of online news media in Estonia is
significant. For example, Delfi Meedia, a major Es-
tonian media company, has over 700,000 monthly
readers and has amassed over 100,000 paid online
subscribers by 2023 (Delfi Meedia; Eesti Meedi-
aettevotete Liit). With such growth, the need for
automated systems to verify news articles and de-
tect political stances is essential.

Developing automated approaches for low-
resource languages can be challenging, as these
smaller languages are particularly affected by the
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non-availability of task and domain-specific data
(Hedderich et al., 2021). Furthermore, identifying
labeled data requires manual annotation, which is
time and cost intensive. Compared to English, the
data can be of lower quality, which can lead to
poorer results and varied performance. Therefore,
it is particularly challenging to build automated
models, especially train large language models, for
political stance detection in Estonian news media.

In this paper, political stance in Estonian news
media is analyzed on the target of immigration.
Immigration is a concept that encompasses the in-
ternational movement of people, usually foreign
nationals (22, 2019). Immigration is a suitable
target for automated stance detection, as stances
towards it are varied and can often veer towards ex-
tremes (Pall, 2021). Immigrants can be viewed as
strong and talented workers with great potential or,
conversely, burdens on society who take jobs from
locals and will not integrate into the local culture
(Kosho, 2016). Media coverage of immigration
can influence public opinion, especially when it
adopts an overly negative stance. These shifts in
attitude can potentially translate to negative treat-
ment of immigrants, fueling racism and social divi-
sion, and the enactment of discriminatory policies
(Vetik, 2000). We explore and identify relevant fea-
tures and techniques indicative of political stance
in Estonian news media. The study identifies 15
significant features out of 32 for detecting political
stance in Estonian news media. Sentences oppos-
ing immigration are longer, more complex, and
used more adjectives and quotes, indicating emo-
tionally charged language. Content analysis shows
that anti-immigration texts mentioned destinations
like Sweden and Germany, while supportive texts
focus on transit countries like Greece and Turkey,
highlighting different framing strategies. Estonian-
specific features like conditionals and translatives
are more prevalent in both supportive and against
stances. Framing analysis uncovers distinct lan-
guage use based on stance: negative terms like ille-
gaalne immigrant (illegal immigrant) and neeger
(nigger) for opposition, versus more politically neu-
tral ones like aafrika pdritolu (African origin) for
support, highlighting contrasting frames in legality
and humanity. Sentiment analysis shows that the
XLM-RoBERTa model outperforms others, achiev-
ing the highest F1-scores across all stances.

The organization of the paper is as follows. Sec-
tion 2 gives an overview of the dataset and de-
scribes the preprocessing step followed by the pro-
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posed methodology in Section 3. We discuss the
exhaustive analysis of extracted features and their
usefulness in political stance detection in Section 4
and finally, conclude in Section 5.

2 Dataset

We use the dataset described by Mets et al. (2023)
who collected 266 628 news articles from two Es-
tonian news providers - Ekspress Grupp' (the par-
ent company of Delfi Meedia) and Uued Uudised?
between 2015 and 2022 on the topic of Immigra-
tion. The target is immigration, and the text is a
topic-related sentence. The dataset comprises of
3261 sentences out of which 1175 sentences are
of against stance, 1597 neutral stance, and 489
supportive stance towards immigration. For our
study, we consider only the text of the news article.
While additional meta-features, such as the title,
author, publication date, and publisher, are avail-
able, they are not considered as they require prior
outside knowledge about a media outlet or author
and their stance on specific issues. An overview
of the dataset is illustrated in Table 1. The dataset
is publicly accessible on GitHub’. The code and
implementation details are available on GitHub 4.

Stance Number of Sentences

Against 1175

Neutral 1597
Supportive 489

Table 1: Distribution of sentences in the dataset

Preprocessing Details We employ Estonian lan-
guage specific preprocessing. For example, two
letters with diacritics (8, z) and sentences in the
dataset which had these letters were represented by
question marks or other nonsensical symbols. In
order to fix this, we used EstNLTK’s SpellCheck-
Retagger’, a tool that identifies misspellings and
adds corrected forms (Laur et al., 2020), i.e., mis-
represented letter was replaced by either § or 7 and
further, validated both by POS tagger and spell
check. Additionally, we removed repeated symbols

"https://ekspress.delfi.ee/
2https://uueduudised.ee/
3https://github.com/markmets/
immigration-prediction-EST
4https://github.com/laurilyysi/
EstonianStanceDetection
Shttps://github.com/estnltk/



Dataset Sentence

English Translation

aastaga tuli Eestisse 22 000 “ajutist” toolist

in a year, 22,000 “temporary” workers came to
Estonia

vottes vastu inimsmugeldajate “ohvreid” aafrik-
laste ja teiste migrantide néol.

by accepting “victims” of human traffickers in the
form of Africans and other migrants.

“Sallivuslased” aitavad neil oma soovituste ja muu
“abiga” ennast hidalistena tutvustada ja morvarid
seavad ennast “pagulastena” Euroopas sisse.

“Tolerance advocates” help them with suggestions

and other “assistance” so they could present them-
selves as sufferers, as murderers establish them-
selves as “refugees” in Europe.

Table 2: Sentences where quotation marks are used to express doubt or irony.

Estonian Sentence

English Translation

Aga selleks ju migrandipaadid kehvakesed ongi,
ja ilmselt lastakse need monda laeva mirgates
meelega vett tiis.

But that’s exactly why migrant boats are so flimsy,
and presumably they are intentionally filled with
water when spotted by a ship.

Table 3: Use of diminutives in a sentence from the dataset to express a stance.

and fixed issues with missing punctuation.

3 Methodology

In this Section, we study different features that
can help in identifying the political stance of Esto-
nian news media segregated into lexical features,
features specific to the Estonian language, framing-
related features, and sentiment features. A com-
plete list of all the features used is shown in Ap-
pendix A.

3.1 Lexical features

Lexical features are related to the grammar and
construction of words. We consider the following
lexical features, such as word count, dependency
tree height, Flesch Reading Ease Score (FRES),
named entities, noun phrases, adjectives, quotes,
and quoted phrases. For calculating lexical features,
we use EstNLTK (Tkachenko et al., 2013; Maide,
2020; Laur et al., 2020).

In order to understand sentence complexity and
readability, we consider Dependency tree height
and Flesch Reading Ease Score (FRES). De-
pendency trees map the grammatical relationships
within a sentence and indicate complexity through
their height, such as, a taller tree suggests a more
complex sentence structure (Nivre, 2010). Sub-
sequently, FRES provides a numerical indication
of readability, combining average sentence length
and syllable count to generate a score where a
higher value signifies easier readability (Zamanian
and Heydari, 2012). These metrics help discern

whether sentences are structured in ways that might
simplify or complicate the reader’s understanding.

Further, we study named entities and noun
phrases to identify the difference in framing of
sentences across different stances. These features
are essential for extracting the thematic substance
of texts and for understanding the emphases within
a narrative (Erelt, 2013). Adjectives and quotes
significantly influence the tone and suggestiveness
of sentences, therefore can aid in understanding
how the usage of these can impact reader percep-
tion. For example, the use of adjectives describe
and modify nouns, potentially imbuing them with
positive or negative connotations that can subtly
influence the reader’s perception of the discussed
topics. Quotes, whether marking direct speech
or emphasizing irony, can alter the meaning con-
veyed by sentences. The use of quotes can imply
skepticism or irony, potentially shifting the inter-
preted meaning of the text as shown in Table 2
(Schlechtweg and Hairtl, 2023; van den Berg and
Markert, 2020).

3.2 Estonian-specific features

We describe features that could be indicative of
stance and are specific to the Estonian language.
The Estonian language is morphologically complex
(Mets et al., 2023) due to the abundance of verb
conjugation forms and grammatical cases for nouns
and adjectives (Ehala, 2009; Argus, 2009). Al-
though these characteristics can make analyzing Es-
tonian texts challenging, it also aids in identifying
features for stance detection. Additionally, to the
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Estonian Sentence

English Translation

Massimigratsiooni mahitajad aga ujutaksid kon-
tinendid pigem migrantidega iile ja segaksid &dra
kogu maailma rahvastiku.

The proponents of mass migration, however,
would rather flood continents with migrants and
mix up the entire world population.

Table 4: Use of the conditional form in sentences from the dataset to express a stance.

Estonian Sentence

English Translation

Suurim probleem ongi see, et kogu Euroopa on
sunnitud migrantidega tegelema [—]

The biggest problem is that the whole of Europe
is forced to deal with migrants [—]

Table 5: Use of the superlative form in a sentence from the dataset to express a stance.

best of our knowledge, we could not find any exist-
ing research work which analyze Estonian-specific
features in detail with respect to stance detection.
We discuss the following Estonian-specific features:
diminutives, superlatives, conditional form, transla-
tive case and indirect speech next.

Diminutives in Estonian are formed by adding
the suffixes -ke or -kene to nouns and adjectives.
This can alter the emotional tone of a word to ex-
press either affection or belittlement (Liivak, 2023;
Kasik, 2015). For instance, the diminutive form of
lollike (stupid) can imply a lack of concern, sub-
tly shifting the stance. English does not have a
consistent suffix for diminutive words, unlike Esto-
nian where forming the diminutive is mostly uni-
form across nouns and adjectives. For example,
Liivak (2023) highlights that out of 143 instances
of diminutives, 43 were used to express a posi-
tive sentiment and 27 were used to express a nega-
tive sentiment. An example of diminutives form is
shown in Table 3 and conditional form in Table 4
respectively.

In Estonian, the superlative is usually denoted
by the suffix -im (suurim — biggest) or by the word
koige preceding the comparative form (koige ki-
irem — fastest) (Erelt et al., 2020). The use of the
superlative form can convey extreme opinions or
positions, which can indicate stance. Conditional
forms of verbs, ending with the suffix -ks, often
imply that the situation being described is hypo-
thetical or unrealistic. This form is used to express
exaggerated or implausible scenarios, signaling a
stance that suggests skepticism or disapproval. An
example of superlative form is shown in Table 5.
Similarly, nouns in the translative case also end
with the suffix -ks which can suggest peculiarities
or express attitudes (Pean teda lolliks, 1 think he’s
stupid) (Pai, 2001) on the basis of the context.

Finally, indirect speech in Estonian, recogniz-

koik, kodige (all), kunagi, eales (ever), iial
(never), alati (always), igavesti (forever), ter-
venisti, tdiesti, iileni (entirely), tditsa, tdielikult
(completely), tdini, ldbinisti (thoroughly),
lébini (through and through), absoluutne (abso-
lute), absoluutselt (absolutely), totaalne (total),
totaalselt (totally), ainult (only), ainus (sole),
kogu (whole)

Table 6: List of words to detect black-and-white think-
ing. English translation in parenthesis.

able by verbs ending in -vat, is used to convey state-
ments heard from others rather than directly from
the speaker. This form enables plausible deniabil-
ity, introduces uncertainty, and allows the speaker
to distance themselves from the information, often
reflecting a stance of skepticism or disagreement
with the reported statements (Teptiuk and Tuuling,
2024).

3.3 Framing Analysis

As framing in news media can indicate towards po-
litical bias or stance (Kaukonen, 2022), we discuss
next black-and-white thinking, bigram analysis and
adjective-based framing that are related to framing.

Black-and-white thinking is a logical fallacy
in which a complex situation is simplified into
two extremes (Vleet, 2011). When authors use
extreme or polarizing language, they often elim-
inate or do not consider alternate perspectives or
possibilities. Black-and-white thinking is detected
by word choice. Table 6 contains a list of hyper-
bolic words that could be considered polarizing. By
detecting words from this list, it can be assessed
whether a particular stance is being portrayed in
a binary matter and lacks a middle ground. An
example of a black-and-white thinking is shown in
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Estonian Sentence

English Translation

Vahemere paadipdgenike iimber toimuv jitab
tha enam mulje, et rdndekriis hakkab koigile
nirvidele kdima, vélja arvatud inimdiguslased ja
teised sallivuslased, kes ei muutu kunagi.

The events around Mediterranean boat refugees
increasingly give the impression that the migra-
tion crisis is getting on everyone’s nerves, except
for human rights activists and other tolerant indi-
viduals who never change.

Table 7: Black-and-white thinking in a sentence from the dataset that expresses a stance.

Table 7.

We additionally employ bigram analysis in or-
der to identify any specific word pairs associated
with a negative or positive stance. We also study
adjective-based framing to understand the fram-
ing of certain concepts (Morstatter et al., 2018).
For example, we observe that the concept of immi-
gration can be referred to as illegal, uncontrollable
or unlawful in sentences for the against stance and
lawful or controlled are used to frame immigration
in the supportive stance.

3.4 Sentiment Analysis

While sentiment analysis focuses on the polarity of
the text, stance detection focuses on the viewpoint
expressed towards a specific target (Mohammad
et al., 2016b). We discuss next how we study and
evaluate sentiment analysis on Estonian news me-
dia text in order to understand whether it can aid in
political stance understanding. For lexicon-based
sentiment analysis in Estonian, two notable cor-
pora are available (Regita, 2023; Mohammad and
Turney, 2013). While Regita (2023) developed a
lexicon of 2454 sentiment-annotated words, pro-
vided by the Institute of the Estonian Language
(EKI), Mohammad and Turney (2013) introduced
EmoLex which comprises of 3693 words anno-
tated for positive and negative sentiment. Subse-
quently, Emotsioonidetektor (Pajupuu et al., 2016)
classifies a text negative, neutral, or positive di-
rectly being trained on Estonian Valence Corpus
(Pajupuu et al., 2016). Emotsioonidetektor differs
from lexicon-based approaches since it also con-
siders context, such as cases where a positive or
negative word was negated, obtaining the opposite
sentiment. Inspired by the effectiveness of BERT
(Bidirectional Encoder Representations from Trans-
formers) in several natural language processing
based tasks (Devlin et al., 2019), EstBERT, an
Estonian-specific BERT model, was trained on the
Estonian National Corpus, which contains approx-
imately 1.34 billion words (Tanvir et al., 2021).

This extensive dataset enabled EstBERT to outper-
form some multilingual BERT models in specific
tasks (Tanvir et al., 2021). For sentiment analysis
in this paper, both a fine-tuned EstBERT model and
a multilingual XLM-RoBERTa model were used.

4 Results

In this Section, we discuss the results for features
that provides a significant difference in observa-
tions results for the different stances. In total, we
confirmed 15 features out of total of 32 features
(as shown in Appendix A) to be useful for politi-
cal stance detection in Estonian news media. All
results were tested using a p-test and useful results
were confirmed to have a p-value of under 0.01.

4.1 Lexical features

Our observations on comparison of the lexical fea-
tures across different stances indicate that word
count, dependency tree height, Flesch Readability
Score, adjectives and quotes are useful whereas
named entity counts did not show any difference.
For example, our observations indicate sentences
with against stance immigration had a higher word
count, with a mean of 22.32 which is higher by
15 — 18% compared to supportive and neutral
stances, respectively (shown in Appendix B Ta-
ble 14). Similarly, Dependency tree height of the
sentences with against stance are higher by 4—10%
compared to supportive and neutral stances, re-
spectively (shown in Appendix B Table 15) and
Flesch Readability Score indicates that sentences
with against stance are more complex by 10 — 15%
compared to supportive and neutral stances (Ap-
pendix B Table 16). However, we did not observe
any difference across the number of named enti-
ties used in the sentences irrespective of the stance
(Appendix B Table 17). Additionally, we observe
that sentences with against stance has a higher us-
age of adjectives and quotes (Appendix B Tables
19 and 20), thereby highlighting anti-immigration
texts use more emotionally charged language. We
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Word Count
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Dependency Tree Height

5.00 35

Flesch Score Adjectives Count

Against  Neutral

Supportive Combined Against  Neutral  Supportive Combined

Against

Neutral  Supportive _Combined Against  Neutral  Supportive Combined

Figure 1: Box plots for Word Count, Dependency Tree Height, Flesch Score, and Adjectives Count across different
stances (including a combined class, which includes all sentences).

Stance Estonian Sentence English Translation
Against  Réndel on suur demograafiline mdju, mis Migration has a significant demographic
mojutab Rootsi rahvuslikku ja kultuurilist — impact, affecting Sweden’s national and
identiteeti, samuti hivitav majanduslik cultural identity, as well as having a dev-
mdju Rootsi heaoluriigile. astating economic impact on Sweden’s
welfare state.
Supportive  See, et inimesed Lesbosel elavad iseteh- The fact that people on Lesbos are living

tud telkides vihma ja kiillma kées, ei ole

Euroopa Liidu viiriline [—].

in makeshift tents in the rain and cold is
not worthy of the European Union [—].

Table 8: Examples of countries (and regions) in sentences for different political stances

show a summary of these results in Figure 1 and
the detailed results are provided in Appendix B
corresponding to each of these features.

Additionally, we explore the most frequent
named entities across different stances. Our ob-
servations indicate that the against sentences men-
tioned Sweden and Germany, which are popular
immigration destinations. In contrast, supportive
sentences focused more on the immigration transit
destinations such as Greece and Turkey (and their
associated regions). This can be due to against
sentences highlighting troubles in immigration des-
tinations, while supportive sentences focus on the
troubles immigrants go through during transit. We
highlight few examples in Table 8 and the most
the most frequent named entities across different
stances is shown in Table 9.

4.2 Estonian-specific features

Diminutives: Diminutives were infrequent in the
dataset. Out of 3261 sentences, only 5 contained
a word in the diminutive form. However, three of
these sentences were annotated as against, and the
remaining two were neutral. Although the diminu-
tive is typically used to sound more gentle and pos-
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itive, no sentence with supportive stance towards
immigration were found with this feature. Two
anti-immigration sentences are shown in Table 10
which contained the word lumehelbeke (snowflake),
a derogatory term used to mock sensitive and deli-
cate young adults who easily take offense and can-
not tolerate conflict or criticism. Both sentences
also included quoted words, insinuating doubt and
judgement. These findings suggest that detecting
and analyzing diminutives can be useful in polit-
ical stance detection. However, as this feature is
uncommon in this dataset, we could not make any
significant conclusion of its importance as a fea-
ture.

Superlatives: Adjectives in the superlative form
were uncommon among the sentences, as only 87
sentences contained them. Although the superla-
tive form was slightly more common in the anti-
immigration stance, we could not make any sig-
nificant conclusion due to the lack of data. The
most common superlative adjective was suurim
(biggest), with 24 occurrences, followed by parim
(best) and koige olulisem (most important). How-
ever, no specific superlative adjective was typical
for any stance.



Table 9: Top 10 most common named entities per stance, skipping the top 2 for each stance, which were Eesti

Against Neutral Supportive
3 Rootsi 51 Kreeka 75 Kreeka 22
4 Saksamaa | 51 | Euroopa Liit | 67 Tiirgi 22
5. EKRE 47 Tiirgi 62 | Saksamaa | 20
6. | Euroopa Liit | 44 | Saksamaa | 53 Soome 20
7 Ungari 42 Rootsi 45 | Euroopa Liit | 19
8 Itaalia 31 Itaalia 45 Siiiiria 16
9. | Prantsusmaa | 29 Siiiiria 41 | Prantsusmaa | 12
10. | Vahemeri | 28 | Valgevene | 34 Rootsi 12
11. Kreeka 28 Aafrika 34 Vahemeri 12
12. Helme 25 Ungari 34 Aafrika 10

(Estonia) and Euroopa (Europe).

Stance

Estonian Sentence

English Translation

Against

Kui Ameerikas tuli vdimule Trump,
lubasid paljud Hollywoodi niitlejad
samuti emigreeruda ja lumehelbekesed
akendest vilja viskuda, aga jdid siiski
kohapeale ussitama — BLM-i suitsuldh-
nalised meeleavaldused lubasid ennast va-
balt maha maandada, Portlandis loodi ko-
guni oma anarhistlik “autonoomia”. [—]

When Trump came to power in America,
many Hollywood actors promised to emi-
grate and snowflakes [promised] to throw
themselves out of windows, but they still
stuck around to nag - the BLM smoke-
smelling protests allowed them to calm
down, and in Portland, an anarchist ‘au-
tonomy’ was created [—].

Against

Hiljuti 181 “progressiivses maailmas”
laineid Rootsi lumehelbeke, kes olevat
justkui viljasaadetud afgaani elu padst-
nud — tegu oli paraku Rootsis juba tuntud

Recently, a Swedish snowflake made
waves in the “progressive world” for sup-
posedly saving the life of a deported

kriminaaliga.

Afghan — who was unfortunately already
a known criminal in Sweden.

Table 10: Examples of diminutives in sentences for different political stances

Conditionals and Translatives: The condi-
tional form was present in 380 sentences, as seen
in Appendix B Table 21 where 14% of both sup-
portive and against stance based sentences con-
tain a conditional form and only 8% of the neu-
tral stance based sentences use conditionals. Sim-
ilarly, we observe that while 28% of the against
stance based sentences and and 26% of support-
ive stance based sentences use translatives while
only 19% in the neutral sentences. The translative
case was present in 763 sentences, as seen in Ta-
ble 11. Therefore, it can be concluded that these
features can aid in political stance detection and
that there is a statistically significant association
between stance and frequency of both conditional
form (y? = 24.78,p < 0.01) and translative case
(x?> = 27.31,p < 0.01). However, the content of
the words in both conditional form and translative

18

case do not reveal much insight about stance. The
most common word across stances in the transla-
tive case is nditeks (for example). Similarly, the
two most common words in the translative case
are oleks (would be) and peaks (should be). These
words are not indicative of stance solely on their
own.

Indirect speech: Although Indirect speech was
only present in 38 sentences, it was most prevalent
in the against stance based sentences towards im-
migration (22 occurrences) and was more than in
the neutral and supportive stances combined.

4.3 Framing Analysis

On analyzing the most frequently occurring bi-
grams across different stances for news articles
on immigration, we observe that while few bi-
grams are generic and has been used for both the



Sentences with feature translatives_count not equaling 0.
Stance Count | Mean | Std | Min | 25% | 50% | 75% | Max
Against 326 1.27 |1 0.74 | 0.33 1 1 1.88 6
Neutral 310 1.23 | 0.60 | 0.33 1 1 1 4
Supportive 127 1.22 | 0.60 | 0.33 1 1 1 5
Table 11: Summary of statistics for feature translatives_count.
Against Neutral Supportive
Model P R FI P R FI P R FI
EKI 047 039 043 0.57 047 051 027 051 0.35
EmoLex 041 040 041 053 030 038 020 049 0.28
Emotsioonidetektor 0.39 0.60 047 067 007 0.13 020 0.53 0.29
EstBERT 044 0.89 059 070 025 037 048 031 0.38
XLM-RoBERTa 053 080 0.64 0.68 049 0.57 0.50 0.34 0.40

Table 12: Evaluation metrics for each stance class. P — precision, R — recall, F1 — F1-score.

stances, such as Euroopa Liit (European Union),
eesti keel (estonian language), there are several bi-
grams which highlight distinct framing for different
stances. For example, while against stance uses ille-
gaalne immigrant (illegal immigrant), neeger (nig-
ger), araablane (Arab), etc., to show their stance,
supportive stance uses examples, such as, aafrika
pdritolu (African origin) and (Eesti Pagulasabi (Es-
tonian Refugee Aid). This showcases a distinct dif-
ference in tone of the news articles on the basis of
stance. We show the top 10 most frequently occur-
ring bigrams for both against and supportive stance
in Appendix B Table 23. Adjective-noun pair based
understanding of framing similarly reveals contrast-
ing frames (shown in Appendix B Table 24). For
example, against immigration sentences focus on
illegality, threat and about the massive problem this
can lead to whereas supportive stance emphasize
on equality and humanity.

4.4 Sentiment analysis

We show the comparative results of sentiment anal-
ysis of of the lexicon based models, EstBERT and
XLM-RoBERTa model in Table 12. Our obser-
vations indicate that the XLM-RoBERTa model
outperforms by ensuring highest F1-scores across
all stances. Lexicon-based models and the Emot-
sioonidetektor model underperformed, especially
on positive sentiment (Appendix B Figures 2, 3 and
4). The fine-tuned EstBERT128_Sentiment model,
trained on the Estonian Valence Corpus, achieved
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an accuracy of 0.74, while the XLM-RoBERTa
model slightly outperformed it with an accuracy of
0.76 (Appendix B Figure 5).

5 Conclusion

Automated political stance detection in Estonian
is highly challenging due to the lack of existing
datasets and Estonian specific language processing
tools. In this paper, we study political stance de-
tection with respect to Immigration in detail. Our
analysis comprises of 32 features segregated be-
tween lexical features, Estonian-specific features,
framing-related features and sentiment-related fea-
tures. These features were exhaustively analyzed
to determine their suitability for political stance de-
tection in Estonian news media. Our observations
indicate that 15 features were shown to be helpful
in political stance detection. Furthermore, to the
best of our knowledge, this is the first work that
explores novel political stance detection features
specific to the Estonian language.

As a future direction, the rich morphology of
Estonian could be studied by conducting a compre-
hensive frequency analysis of all cases and conju-
gation forms. This could reveal additional features
and insights related to stance or sentiment. Addi-
tionally, there is a need to develop a more extensive
multi-domain dataset focused on political stance
detection in Estonian news, which would support
the development of automated machine learning
models in this language.
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A Summary of features

Feature Name

Description

word_count

The number of words in a sentence.

dependency_tree_height

The height of a dependency tree as calculated by
EstNLTK’s Maltparser model.

flesch_score

The Flesch Reading Ease Score as calculated by Es-
tNLTK’s SentenceFleschScoreRetagger.

named_entities

A list of named entities extracted by EstNLTK’s
named entity tagger.

— — PN
< named_entities_count Number of named entities in a sentence.
% noun_phrases A list of noun phrases extracted by EstNLTK’s exper-
Lﬂ imental noun phrase chunker.
noun_phrases_count Number of noun phrases in a sentence.
adjectives Lemmas of adjectives used in a sentence.
adjectives_count Number of adjectives used in a sentence.
quotes_count Number of quotes in a sentence.
quoted_words A list of words and short phrases that are between
quotes in a sentence.
quoted_words_count Number of quoted words and short phrases.
diminutives A list of words that are in the diminutive form, noted
by the ending -ke or -kene.
diminutives_count Number of words in the diminutive form.
©) superlatives A list of adjectives in the superlative form.
% superlatives_count The number of adjectives in the superlative form.
E conditionals A list of verbs that are in the conditional form, noted
2 by the suffix -ks.
<zt conditionals_count Number of words in the conditional form.
Z. translatives A list of nouns that are in the translative case, noted
8 by the suffix -ks.
Ej translatives_count Number of words in the translative case.
indirects A list of verbs that are indirect, noted by the suffix
-vat.
indirects_count Number of indirect words.
bw_count Number of words that insinuate black and white
(27 thinking.
g has_against_bigram . . T .
= —a8 = g A categorical variable indicating whether an against
< has_support_bigram . . .
& - - or supportive stance bigram or adjective used for
=3 framing_against . .
; : framing was present in the sentence or not.
framing_supportive
E ekilex_sentiment
&) emolex_sentiment . . . . .
S - - A sentiment classification of either negative, neutral,
= eki_emotion .. . .
= - or positive, as determined by the respective model.
Z. estbert_sentiment
88 :
n xlmroberta_sentiment

Table 13: Summary of features.

22




B Tables and figures of results

Stance Count | Mean | Std | Min | 25% | 50% | 75% | Max
Against 1175 | 22.32 | 10.19 3 15 | 2033 | 28 94
Neutral 1597 | 18.31 | 8.04 3 13 17 22.5 60
Supportive | 489 1895 | 7.95 4 13 18 23 52
Combined | 3261 | 19.85 | 9.06 3 14 18 24 94

Table 14: Summary of statistics for feature word_count.

Stance Count | Mean | Std | Min | 25% | 50% | 75% | Max
Against 1175 6.33 | 1.94 2 5 6 7 18
Neutral 1597 572 | 1.71 2 5 5.33 7 17
Supportive | 489 6.06 | 1.73 2 5 6 7 13
Combined | 3261 5.99 | 1.82 2 5 6 7 18
Table 15: Summary of statistics for feature dependency_tree_height.
Stance Count | Mean | Std Min | 25% | 50% | 75% | Max
Against 1175 | 49.46 | 25.37 | -91.73 | 35.29 | 51.13 | 66.30 | 123.93
Neutral 1597 | 56.76 | 22.74 | -36.52 | 42.73 | 57.50 | 72.38 | 134.12

Supportive | 489 54.56 | 23.11 | -29.21 | 40.53 | 53.76 | 70.30 | 129.57

Combined | 3621 | 53.80 | 24.00 | -91.73 | 39.49 | 54.96 | 69.79 | 134.12

Table 16: Summary of statistics for feature flesch_score.

named_entities_count across all sentences

Stance Count | Mean | Std | Min | 25% | 50% | 75% | Max
Against 1175 1.54 | 143 0 0 1 2 10
Neutral 1597 1.60 | 156 | O 0 1 2 11
Supportive | 489 155 | 160 | O 0 1 2 11

Combined | 3621 1.57 | 153 O 0 1 2 11
Sentences with feature named_entities_count not equaling 0.

Against 897 2.01 | 1.33 | 0.33 1 2 3 10
Neutral 1185 2.16 | 1.45 | 0.25 1 2 3 11
Supportive | 359 2.11 | 1.52 | 0.50 1 2 3 11
Combined | 2441 2.10 | 1.42 ] 0.25 1 2 3 11

Table 17: Summary of statistics for feature named_entities_count.
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noun_phrases_count across all sentences

Stance Count | Mean | Std | Min | 25% | 50% | 75% | Max
Against 1175 3.11 | 1.87 0 2 3 4 17
Neutral 1597 2.83 | 1.69 0 2 3 4 15
Supportive | 489 2.82 | 1.68 0 2 3 4 11
Combined | 3621 293 | 1.76 0 2 3 4 17
Sentences with feature noun_phrases_count not equaling 0.
Against 1132 323 | 1.80 | 0.50 2 3 4 17
Neutral 1529 295 | 1.62 | 0.50 2 3 4 15
Supportive | 456 3.02 | 1.56 1 2 3 4 11
Combined | 3117 3.06 | 1.67 | 0.50 2 3 4 17
Table 18: Summary of statistics for feature noun_phrases_count.
adjectives_count across all sentences
Stance Count | Mean | Std | Min | 25% | 50% | 75% | Max
Against 1175 2.18 | 1.81 0 1 2 3 11
Neutral 1597 1.50 | 1.47 0 0 1 2 13
Supportive | 489 1.64 | 1.60 0 1 1 2 12
Combined | 3621 1.77 | 1.66 0 1 1 3 13
Sentences with feature adjectives_count not equaling 0.
Against 1132 323 | 1.80 | 0.50 2 3 4 17
Neutral 1529 295 | 1.62 | 0.50 2 3 4 15
Supportive | 456 3.02 | 1.56 1 2 3 4 11
Combined | 3117 3.06 | 1.67 | 0.50 2 3 4 17
Table 19: Summary of statistics for feature adjectives_count.
Stance Count | Mean | Std | Min | 25% | 50% | 75% | Max
Against 104 1.05 | 0.60 | 0.25 | 0.63 1 1 4
Neutral 53 1.06 | 0.55 | 0.25 1 1 1 3
Supportive 27 1.18 | 0.67 | 0.25 1 1 1 3
Combined 184 1.07 | 0.60 | 0.25 1 1 1 4
Table 20: Summary of statistics for feature quoted_words_count.
Sentences with feature conditionals_count not equaling 0.
Stance Count | Mean | Std | Min | 25% | 50% | 75% | Max
Against 167 1.20 | 0.72 | 0.33 1 1 1 4
Neutral 140 1.15 | 0.55 | 0.50 1 1 1 5
Supportive 73 1.14 | 0.49 | 0.33 1 1 1 3
Combined 380 1.17 | 0.62 | 0.33 1 1 1 5
Table 21: Summary of statistics for feature conditionals_count.
Stance Count | Mean | Std | Min | 25% | 50% | 75% | Max
Against 233 0.99 | 041 | 0.25 1 1 3
Neutral 175 0.99 | 0.33 | 0.33 1 1 1 3
Supportive 62 1.02 | 0.29 | 0.33 1 1 1 2
Combined 470 0.99 | 037 | 0.25 1 1 1 3

Table 22: Summary of statistics for feature bw_count.
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Against Supportive

1. | (euroopa, liit) 38 | (euroopa, liit) 29
(european, union) (european, union)

2. | (mart, helme) 18 | (eesti, keel) 11
(mart, helme) (estonian, language)

3. | (eesti, keel) 18 | (euroopa, komisjon) 8
(estonian, language) (european, commission)

4. | (konservatiivne, rahvaerakond) 14 | (miljon, euro) 7
(conservative, peoples party) (million, euro)

5. | (illegaalne, immigrant) 13 | (vilismaalane, seadus) 6
(illegal, immigrant) (foreigner, law)

6. | (kogu, euroopa) 12 | (siiiliria, pogenik) 5
(whole, [of] europe) (syrian, refugee)

7. | (martin, helme) 11 | (eesti, pagulasabi) 5
(martin, helme) (estonian, refugee aid)

8. | (tooma, kaasa) 11 | (aafrika, péritolu) 5
(bring, along) (african, origin)

9. | (eesti, konservatiivne) 10 | (sisserénne, piirarv) 5
(estonian, conservative) (immigration, limit)

10. | (neeger, araablane) 10 | (globaalne, rinderaamistik) 5
(negro, arab) (global, migration framework)

Table 23: Top 10 most common bigrams in the against and supportive stances with English translations. Bigrams of

interest are bolded.

Against Supportive

1. | (illegaalsete, immigrantide) 8 | (ebaseadusliku, rinde) 3
(illegal, immigrants) (unlawful, migration)

2. | (odava, toojou) 8 | (rahvusvahelist, kaitset) 3
(cheap, labour) (international, defense)

3. | (konservatiivne, rahvaerakond) 7 | (rahvusvahelise, rindekava) 2
(conservative, peoples party) (international, migration plan)

4. (massilise, sisserinde) 4 | (soolise, vordoiguslikkuse) 2
(massive, immigration) (gender, equality)

5. | (uute, uudiste) 4 | (avatud, algus) 2
(new, news) (open, beginning)

6. | (illegaalse, immigratsiooni) 4 | (salliva, opikeskkonna) 2
(illegal, immigration) (tolerant, learning environment)

7. (uus, valitsus) 3 | (kogu, maailmas) 2
(new, government) ([in the] entire, world)

8. | (uued, uudised) 3 | (suure, panuse) 2
(new, news) (big, contribution)

9. | (illegaalseid, immigrante) 3 | (globaalses, rinderaamistikus) 2
(illegal, immigrants) (global, migration framework)

10. | (suur, probleem) 3 | (rassilise, diskrimineerimise) 2
(big, problem) (racial, discrimination)

Table 24: Top 10 most common adjective-noun pairs in the against and supportive stances with English translations.
Pairs of interest are bolded.
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Against

Terms in both

Supportive

agressiivne, allaheitlik, avantiiristlik, efek-
tiivne, elama, isiklik, islamiusuline, jahtiv,
jargmine, jatkuv, kahjulik, kogu, konservati-
ivne, kriminaalne, kuritahtlik, kiiv, korge, 1otv,
ohtlik, paarituhandeline, potentsiaalne, range,
rekordkdrge, riiklik, salakaval, sarnane, sealne,
senine, seotud, suunduyv, suvaline, tark, teisene,
toimuv, tugevnev, tuntud, tiilikas, valimatu, h-
vardav, tihine, iiksik, tileeuroopaline

lahtuv, piiramatu, kasvav

esitatud, hiiglaslik,
inimlik, laiahaarde-
line, lubatud, noor,
oluline, seaduslik,
tostatatud,  vaba,
vadrikas, tileilmne

aggressive, submissive, adventurous, efficient,
living, personal, muslim, hunting, next, on-
going, harmful, entire, conservative, criminal,
malicious, ongoing, high, relaxed, dangerous,
a few thousand, potential, strict, record high,
national, cunning, similar, local, previous, re-
lated, heading, arbitrary, smart, secondary, oc-
curring, strengthening, known, troublesome,
indiscriminate, threatening, common, single,
pan-european

originating, unlimited, growing

submitted, gigantic,
humane, extensive,
permitted, young,

important, legal,
raised, free, digni-
fied, global

Table 25: Lemmatized list of unique adjectives in Estonian used to frame immigration, that preceded the stems

immigra and rén. Translation in English is added.
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Figure 2: Confusion matrix and relative frequency graphs for sentiment predictions using the lexicon provided by
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Figure 3: Confusion matrix and relative frequency graphs for sentiment predictions using the EmoLex lexicon.
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Figure 4: Confusion matrix and relative frequency graphs displaying the results of Emotsioonidetektor predictions.
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