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Abstract

This study investigates whether the Large Lan-
guage Models are able to transliterate and nor-
malize endangered Uralic languages, specifi-
cally when they have been written in early 20th
century Latin script based transcription sys-
tems. We test commercially available closed
source systems where there is no reason to ex-
pect that the models would be particularly ad-
justed to this task or these languages. The out-
put of the transliteration in all experiments is
contemporary Cyrillic orthography. We con-
clude that some of the newer LLMs, especially
Claude 3.5 Sonnet, are able to produce high
quality transliterations even in the smaller lan-
guages in our test set, both in zero-shot scenar-
ios and with a prompt that contains an exam-
ple of the desired output. We assume that the
good result is connected to the large presence
of materials in these languages online, which
the LLM has learned to represent.

1 Introduction

There is a long tradition of publishing transcribed
texts on various Uralic languages using Finno-
Ugric Transcription system, also known as Uralic
Phonetic Alphabet. Recently also IPA has be-
come more commonly used, but various transcrip-
tion systems and their interpretations are widely
used. Thousands of pages of linguistic materials
are printed or archived that use these transcription
systems. When the materials are being digitized,
we need to address several questions that relate
to how the texts are ideally treated for contempo-
rary use. This includes both the use within the
scientific community and the language communi-
ties, which may have different needs. Yet there is
a shared starting point that the older transcription
systems are not ideal for all modern applications.
The use of orthographies in contemporary lan-
guage documentation has been seen preferable to
phonemic or detailed phonetic transcription (Ger-
stenberger et al., 2016, 32), and also in this study

81

the primary question is how to transform the tran-
scriptions into currently used orthographies. The
use of some other systematic transcription system
could be likewise suggested, and it seems reason-
able to expect that our approach could be extended
to other comparable transformations. The target
chosen here, contemporary orthography, comes
with its own problems that some other choices
would have avoided. There is inevitably more sub-
jectivity in the details of the result than what i.e.
phonemic representation would entail.

Transforming a transcription into orthography
moves along the blurry boundary of transliteration
and normalization. The task is not only a simple
transliteration. Often the exact language variety
in the transcription matches only partially with the
contemporary written standard. This makes the de-
sired normalization vaguely defined, as we would
like to keep some amount of dialectal features that
are present in the text, but not necessarily every-
thing. Especially the dialectal morphology and
lexicon should remain recognizable, if possible.

We define the desired output as something com-
parable to what contemporary language documen-
tation material would reasonably be expected to
look like, when collected from the same dialect
today using the current orthography. Another ex-
pectation would be that the result would be close
enough to the contemporary orthography that the
modern language community members can read it,
and the modern language technology tools are able
to process it, possibly with minor modifications.
For both of these purposes the methods to mark di-
alectal features that are already attested and used
in the literary language would be ideal choices.

Ideally different versions would be stored to-
gether, possibly with alignation at word or sen-
tence level. Thereby the issue of information loss
in the orthographic version is not a problem for the
entire dataset.
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2 Related work

It seems there has not been extensive research on
automatic transliteration of endangered languages
within the language documentation or natural lan-
guage processing communities. The task is fairly
relevant in this context. It is common in many ar-
eas of the world that the contemporary language
community members cannot read the older lan-
guage documentation materials produced in sci-
entific transcription systems. For example, Siegl
and RieBler (2015, 211-212) point out that for the
Enets language this extends to most of the texts
published during the Soviet period. At the same
time the old transcriptions are often complicated
to use even for specialists. Combining diacritics
can be hard to type systematically, and variations
of the transcription system used in different publi-
cations make comparable searches challenging.

Bradley (2017) have worked extensively with
transliteration of different languages spoken in
Russia. Also Bradley and Skribnik (2021) dis-
cuss the problems specific to the Mansi orthogra-
phies, and provide a rule-based toolset for translit-
erating across different writing conventions. They
highlight some of the problems in their approach,
mainly that there is ambiguity in different writ-
ing systems that cannot be captured by rule-based
models. For example, vowel length may not be
marked at all which requires the model to have
knowledge of a wider context outside the source
text. Additional issue is that they have transliter-
ated between different systems that have roughly
the same phonemic accuracy, whereas the text we
are working with include very extensive diacrit-
ics at varying levels of details. Very relevantly,
Bradley and Blokland (2023) also discuss in de-
tail the situation of Unicode development and use
in the Uralic context.

With larger Uralic languages, earlier work has
been done on transliteration of dialectal Finnish
texts. Partanen et al. (2019) showed that de-
tailed dialectal transcriptions can be accurately
converted to modern literary Finnish using neural
networks. Still in the Finland’s context, Hamali-
nen et al. (2020) extended this work to the Swedish
spoken in Finland. These studies connect closely
to the current work as the goal has been to pro-
cess scientific transcriptions. Partanen et al. (2022)
describe in detail the wider workflow into which
transliterations connects to. This includes OCR or
HTR, transliteration and also audio processing.

Grapheme-to-phoneme conversion can be seen
as a sister task to what is undertaken here, as the
aim is to convert orthographic text into phone-
mic or phonetic realization. Suvarna et al. (2024)
performed a complex evaluation of various re-
lated tasks, including grapheme-to-phoneme con-
version, syllable counting, and rthyme word gen-
eration. In their test no single model outper-
formed in all tasks. Fetrat Qharabagh et al. (2024)
tested Persian grapheme-to-phoneme conversion
with LLMs and reported better performance than
the traditional methods.

3 Data and Experiment Design

Our dataset contains digitized transcriptions in
Unicode characters and their paragraph level corre-
spondences in the contemporary Cyrillic orthogra-
phies. The languages included are Komi-Zyrian,
Udmurt, Northern Mansi and Kildin Saami. The
data comes mainly from the publications of the
Finno-Ugrian Society and represent mostly early
20th century fieldwork written in Finno-Ugric
Transcription. In the case of Kildin Saami the se-
lected text is a religious translation, but we believe
it was still suitable for this experiment. These ma-
terials represent a very prominent and potentially
underused data source in the Uralic studies.

The linguistic sources include: Udmurt texts
published in Munkécsi (1952), edited by D. R.
Fuchs. The Northern Mansi example is published
in Kannisto (1956), which is part of a large collec-
tion of Mansi texts in several volumes. The Komi-
Zyrian example is published in Uotila (1986).
These are published by the Finno-Ugrian Society'.
As stated, the Kildin Saami text differs from the
other examples. It was published in Genetz (1879)
by a Hungarian publisher, it represents a religious
genre and, given its age, it is clearly in the public
domain. The latter appears to be true for all of the
earliest contributors to these materials.

The materials used in this study have been pub-
lished in GitHub?, which allows replicating the re-
sults and makes it easy to test the outcome with dif-
ferent preferences and choices. The Table 1 shows
the size of the current dataset. See the appendices
A and B for example of how the prompts were for-
matted.

'The author of this work is the librarian and archivist of
the Finno-Ugrian Society, and the processing of these materi-
als is part of the larger digitization initiative of the Society.

2https: //github.com/nikopartanen/
finno-ugric-transliteration-examples



Table 1: Data size, displayed with character and word
count by language, transcription and orthography

kpv udm mns sjd
Chars (trans) 2101 2257 3445 2399
Chars (ortho) 1781 1977 3015 2328
Words (trans) 263 259 441 328
Words (ortho) 254 304 442 328

The selected languages and their speech com-
munities exhibit significant linguistic, historical
and sociolinguistic differences from one another.
Komi and Udmurt are relatively large and widely
used Uralic languages, closely related to one an-
other, and used in different domains. Northern
Mansi is a much smaller Uralic language with only
thousands of speakers, and has a still standardiz-
ing, yet used, orthography. Kildin Saami is even
smaller than Northern Mansi, with hundreds of
speakers, and no continuous press, but still some
publishing activities and an on-going orthography
development. All these languages utilize Cyrillic
orthographies with some characters differing from
the Russian orthography, and Russian is the main
contemporary contact language. This is seen in the
presence of the Russian vocabulary in these texts.

When different large language models are
tested, it becomes clear that most of them are not
able to process Finno-Ugric transcriptions. There
are hundreds of models, and evaluating most of
them would be entirely unnecessary in this task.
The output is usually unintelligible with clearly no
understanding about these languages. At the same
time we see that there are individual models that
do perform above the average.

Four different models were selected and tested
further. These are Claude 3 and 3.5 Sonnet®, Gem-
ini 1.5 Pro* and ChatGPT 40°. We conduct two
different experiments, first is a zero-shot scenario
where the model is asked to transliterate the text
with no additional information. This is not an ideal
setting, since as explained, it is not obvious what
kind of representation is actually wanted. How-
ever, it gives information about the model’s capa-
bilities. It can be questioned why a zero-shot ex-
periment is needed, as it is clear that example data
should improve the result, but at the same time

3https://www.anthropic.com/news/
claude-3-5-sonnet

4https://deepmind.google/technologies/gemini/
pro/

Shttps://openai.com/index/hello-gpt-4o0/

zero-shot scenario does give valuable information
about what the models are capable to do without
any further guidance. In the second experiment
the same prompt is used, but there is an additional
example provided, which illustrates the style and
type of transformation that is desired. This exam-
ple is taken from the same text as the transliterated
sample, so that the dialect is certainly the same.
The test text is one paragraph and the added exam-
ple little bit longer.

4 Results

When comparing the tested models, Claude 3.5
Sonnet performs distinctly from the others. As
shown in Table 2 this model produces results that
are far beyond what is produced by the other mod-
els. The difference is large enough that the re-
sults of Claude 3.5 Sonnet are already close to
being possibly integrated into different research
tasks. The remaining mistakes are fairly nuanced
as well, and many could be considered acceptable
depending from how we define the wanted output
and variation allowed. At the moment we measure
CER and WER against only one ground truth ver-
sion, which is a methodological limitation.

Some of the models display high word and char-
acter error rates. However, close to 5% character
error rates we see in Komi and Udmurt are cer-
tainly useful already, and the result for Mansi is in
the same category.

In order to get a more concrete overview, let’s
compare some of the transliterated sentences. The
mistakes are underlined.

* Transcription

— Komi-Zyrian: me t3uZi tisa{$a ok-mi-
$o vited voin efiked jule élerevﬁa pust
u l ain 1 Z - v a rajjonin.

— Mansi: kit iorn 6ley. ianiy Exumite nén,
man <Xum1t8 netal netal £ <Xos ols pat ols,
ng [315 né fis, Us°n minas, [Setra [ina fis.

— Udmurt: ud-murt kisnojos nil-pi vajon-
dirjazi, nilzi-pizi {Sirkkam-ké vordkono,
tuz kapfSidn vajo.

— Kildin Saami: A mafifa Vavilon’ veal-
htetmuZest Ieonia sayij Salafiil;

¢ Ground Truth

— Komi-Zyrian: Me d4yxu TbICSuA
OKMBICCE BHMTOJ, BOBIH OTHUKOH IOJIHO
nepesHs IlycToiHsAbIH 3bBa pailoHbIH.



Table 2: Zero-shot results

Language Tool CER WER
Komi Claude-3-Sonnet 0.2092 0.7273
Komi Claude-3.5-Sonnet  0.0492 0.2576
Komi ChatGPT 4o 0.2626 0.8561
Komi Gemini 1.5 Pro 0.1810 0.6591
Mansi Claude-3-Sonnet 0.3857 0.9388
Mansi Claude-3.5-Sonnet  0.0807 0.3469
Mansi ChatGPT 4o 0.7848 1.0204
Mansi Gemini 1.5 Pro 0.3572 0.8367
Udmurt Claude-3-Sonnet 0.2265 0.5067
Udmurt Claude-3.5-Sonnet  0.0571 0.2933
Udmurt ChatGPT 4o 0.2571 0.8533
Udmurt Gemini 1.5 Pro 0.1939 0.7867

Kildin Saami  Claude-3-Sonnet 0.9140 1.0000
Kildin Saami Claude-3.5-Sonnet 0.3393 0.7731
Kildin Saami  ChatGPT 40 0.2581 0.7395
Kildin Saami  Gemini 1.5 Pro 0.3118 0.6050

Table 3: Extended prompt results

Language Tool CER WER
Komi Claude-3-Sonnet 0.1726 0.7121
Komi Claude-3.5-Sonnet  0.0523 0.2652
Komi ChatGPT 40 0.2123 0.7576
Komi Gemini 1.5 Pro 0.1778 0.6970
Mansi Claude-3-Sonnet 0.1854 0.6224
Mansi Claude-3.5-Sonnet  0.0987 0.4898
Mansi ChatGPT 40 0.2825 0.8265
Mansi Gemini 1.5 Pro 0.3274 0.7857
Udmurt Claude-3-Sonnet 0.1531 0.4667
Udmurt Claude-3.5-Sonnet  0.0429 0.2533
Udmurt ChatGPT 4o 0.2082 0.7067
Udmurt Gemini 1.5 Pro 0.2041 0.6400

Kildin Saami  Claude-3-Sonnet 0.2963 0.7731
Kildin Saami  Claude-3.5-Sonnet  0.2139  0.7227
Kildin Saami  ChatGPT 4o 0.3118 0.7479
Kildin Saami  Gemini 1.5 Pro 0.2867 0.7311

— Mansi: Kut €pa omr. SHBIT XyMHUTd * Claude 3.5 Sonnet
HO3H, MaHb XYMHUTD HITaJl HATal XOC

_ — Komi-Zyrian: Me 4yxu TbICAuA
OJIBIC, BATh OJIBIC, HI BHLC.

OKMBICBCE BUTOJ BOBIH OTHKOJ HIOJIO

_ Udmurt: VIMypT KeIIHOBC HBUIH nepesHs [lyctoiinin M3pBa pailoHbIH.

BAaEH MBIPbA3bI, HBUI3BI-IIU3bI YBIPKKEM
K€ BOPAKOHO, Ty>K KallYueH Bac.

— Mansi: KUT EpH OJIAT. SHBIT XYMUTD HOY,
MaHb XyMUT) H3TAJI H3TAJI XOC 0JIC, BaTh

0JIC, HY BUC.

— Kildin Saami: A wmagya Baswuion — Udmurt: yaMypT KbIITHOOC HBUI-IIHA
BAINTIATMYK3cbT  MexoHuss  coard Ba&H ABIPBS3bI, HBUI3BI-MU3bl YAPKKEM
Canadiin; K€ BOPZCKOHO, TYy>X KalmIieH Bag.



— Kildin Saami:
BCATXTATMYKACT
Canagun;

A Maygya BaBuiosb
Uexonma  carpid

¢ Gemini 1.5 Pro

— Komi-Zyrian: Me TIrysI Tics OKMHCO
BUTOJ BOUH OTHKE] 0O AEPEBHS
nycTyHsibiH V3pBa paioHbIH.

— Mansi: Kutn #ogH Onéx. Nanbx
XYMUAT) @,7 MaHb XYMUAT)
HOTAI-HATAA XOC OJic, Bar OJC, HD
BHC.

Udmurt: YaMypT KuZHoEC HUINU BaCH-
OBIPBSI3M, HAI3U-NIM3M  YHMPKKaM-Ka
BOPJCKOHO, Ty KaIluusH Bag.

Kildin Saami:
BEAIXTOTMYXKECT
Canadumi;

A Manapa Baswmion
Hexonuss  caiuii

It is noticeable that in many cases the mistakes
are matters of interpretation, especially for Claude
3.5 Sonnet. For Udmurt the model returns dialec-
tal forms such as unpkkem, but then also normal-
izes forms such as Bopakono into more literary
BopackoHo. This illustrates that part of the error
connects to the line between dialectal representa-
tion and orthography.

In the Komi example one mistake appears in the
settlement name IlycToiasbiH, which is replaced by
IMycroitea. Interestingly, the Claude 3.5 Sonnet
model did return a valid but wrong word in Komi.
This would hint that this model is somehow more
aware about the Komi lexicon than the others.

With the Kildin Saami the results are much
worse than with the other languages. Especially
the diacritics seem to cause problems with all the
models. Kildin Saami is the only language where
Claude 3.5 Sonnet performs worse than the other
models in the first experiment, although it outper-
forms others in the second experiment.

Compounds are another regular issue. Many
transcriptions seem to use hyphen in possible com-
pounds where the current literary language does
not. Partially the use in transcriptions seems to
be guided by etymological assumptions, i.e., parts
of the word that could be analysed as etymolog-
ically distinct words are differentiated with a hy-
phen. Reanalysis of the word boundaries has in-
evitable impact to the word error rate as well. This
could also make the word level alignation of dif-
ferent versions a challenge.
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Between the first and second experiment, it
seems that especially Northern Mansi diacritical
marks in the Cyrillic orthography improved signif-
icantly when an additional example was provided.
With Kildin Saami similar phenomena could had
been expected, as the language has similarly com-
plex macron usage, but in our Kildin Saami exam-
ple the improvement still left the result way worse
than with the other languages and the use of di-
acritics did not become very close to what is ex-
pected in the current orthography.

How difficult this task is in general should be
separately evaluated, but it clearly is far from triv-
ial. Converting these transcriptions into contem-
porary orthographies can be a challenge even for
a specialist in these languages. Especially so if
we want to take the dialectal features somehow
into account. We have not yet tried to estimate
whether some of the transliteration tasks are ob-
jectively harder than the others. It is possible that
the phonetic representation of the transcription is
more complicated in case of some languages, and
the dialects in these examples may differ to vary-
ing degrees from the literary languages. Also, in
some languages there may be conventions to show
the dialectal features in the orthographical texts.

One reason why the Komi result is so good may
be connected to extensive scanning and digitiza-
tion work carried out in the Komi Republic, which
has made Komi materials widely available online.
Similarly it could be reasonable to assume that the
Kildin Saami results were worse than the others
because the amount of text in this language avail-
able online is likely much smaller than on the oth-
ers. There are no clear and up to date statistics
about this, but there have been projects that have
collected texts from the internet in different lan-
guages. Jauhiainen et al. (2020) report their re-
sults from 2017, where they have 59 sentences for
Kildin Saami, 825 for Northern Mansi, 18,966 for
Komi-Zyrian and 42,545 for Udmurt. Again, this
is certainly not entirely reflective, as the amount of
Komi materials is certainly much larger, and there
is a Northern Mansi newspaper JIyuma c3punoc
with already a decade of online presence and arti-
cles in HTML format. Horvath (2019, 170) mea-
sured that between 2013 and 2019 the size of the
corpus produced already by these newspaper arti-
cles is over half a million tokens.

®Komu ksiB xopmyc by FU-Lab Team contains over 85
million tokens in October 2024: https://komicorpora.ru



Individual corpus creators may have had dif-
ferent well considered reasons to include and ex-
clude various sources. However, with the mod-
ern LLMs the assumption must be that all materi-
als that have been placed online may be collected
and used to create these models. With the case of
Claude 3.5 Sonnet model this data collection must
have been particularly successful and wide, includ-
ing numerous minority languages. Also other re-
cent studies have indicated that Claude 3.5 Sonnet
has returned very proficient translations between
Russian, Azerbaijani and Lezgian (Asvarov and
Grabovoy, 2024), which matches well with our
results with the Uralic languages spoken in Rus-
sia. Similarly Shandilya and Palmer (2024) had
the best results with Claude 3.5 Sonnet in glossing
endangered languages with Retrieval-Augmented
Generation.

There is the possibility that many minority lan-
guage materials that are online contain various is-
sues and different solutions with the character en-
coding. Whether the authors of the large language
models have systematized this type of problems,
or found ways to harmonize them otherwise, may
have a large impact to the final result. There are
also large amounts of text online that are missing
some of the officially used characters, as inputting
them is not always possible, which may impact the
ability of the models to output them in the correct
positions when needed.

5 Conclusion

We are starting to see Large Language Models that
are able to process endangered Uralic languages
at a very advanced level. The superiority of an
individual model is fleeting, and in some months
we expect to see new models with similar and
even better capabilities. Still, the high accuracy of
Claude 3.5 Sonnet is beyond the results we see at
the moment with other models that can be publicly
tested to any extent.

As other models develop similar capabilities, it
would be important to evaluate them accurately
against transliteration and other related tasks. Our
results show that in a language specific task such
as transliteration the differences between different
models can be surprisingly large, and some are ca-
pable of producing close to a correct output.

As far as we have been testing these models in
last years, this is the first time an LLM has been
able to process this proficiently smaller Uralic lan-

guages. This is in itself a major development,
and their capabilities should be extensively tested
against different tasks. These could include ma-
chine translation, interlinear glossing, disambigua-
tion or dependency parsing, just to mention a few
usually manual work phases that the researchers
of Uralic languages have been engaging with very
regularly, and where automatization could have a
major impact. Transliteration and normalization in
themselves are tasks that the researchers may not
have performed that often before. We have only re-
cently started to receive high quality Unicode ver-
sions of the older transcriptions, and thereby the
need may have not been acute yet either.

Ethics statement

The work discussed here has been done with mate-
rials that are almost a century old, and do not con-
tain identifiable personal information about living
individuals. They represent cultural heritage of dif-
ferent indigenous groups living in Russia, and pro-
cessing these materials into writing systems that
are currently in use by the language communities
can be seen as a community oriented and bene-
ficial task. These approaches take loosely place
in the context of cultural repatriation. Making al-
ready existing materials available and more suit-
able for the contemporary scientific use may also
lessen the need for new fieldwork and language
documentation, which also can be a stress for the
communities in question. At least this can enhance
the contemporary fieldwork by providing larger
transcribed corpora.

It must be noted that when texts are processed
and eventually made available online, attention to
the high quality and accuracy is necessary, as it is
very likely these materials will in turn be scraped
and used in new Large Language Models. If we re-
lease very large amounts of texts in our own dialec-
tally adapted orthographies, there is a risk these
will not remain separated from the materials that
the language users themselves create, and there
may be problems with the future language mod-
els returning varieties that are not in real use and
are not desired in production.

We have used in this study proprietary models
that allow limited free testing. This may create
conditions where we are too reliant on commercial
actors. However, as the field is advancing fast, it
seems likely that similar results can eventually be
repeated with open source models as well.
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A Prompt example 1

Transform the following text into contemporary
Northern Mansi orthography. Keep the dialectal
features if there are existing conventions to retain
them.
ieypyaye ofiyaye lunSey tistdy. tap ta- Lyuii.
<
Ey0sa Exuias, Bati Lydias, nonyal sunsi: jeypyaye
< < < <
onyaye lunsey tistey. nomsi: »amairiy lansey?»
no¥ysaikatayts. kitiylijaye: »maiiriy 10asin?»
< <
laBey: »nan nen alasn.»  taf 1afi: »am man
yrl alasm?» »nan nén osmal pinunk laBslamen.»
»E» 1afi.

B Prompt example 2

Transform the following text into contemporary
Northern Mansi orthography. Keep the dialectal
features if there are existing conventions to retain
them.

ieypyaye oniyaye l0Asey tistdy. tap ta- Eyuii.

<
¥y0sa Syiias, Bati ydias, nonyal sunsi: jeypyaye
< < < <
onyaye lunsey tistey. nomsi: »amairiy laAsey?»
no¥ysaikatayts. kitiylilaye: »mairiy 104sin?»
< <
laBey: »nan n&n alaseny taf 1afi: »am man
N 0 S . - -
ucrl alasm?» »nan nén osmal pinunk laBslamén.»
»E!y 1api.

Use this text and the following orthographic rep-
resentation as an example in the task.

kit iorn oley. ianiy umite nén, man Lyumite

- ’<T —_ . - .< —_
nétal ngtal Xyos ols, Bat ols, ng Bis. né fBis, ds°n
<
minas, B&tra Bina Bis. aiiunk taltSyatas. aingte
<
palit’l jol a‘t pati. Binate &xolas i pa\ps. rayya\ts
_ <
ta- &uii. ieypyaye ofiyaye 1aBey mangn nip°l: »os-
<
. — /—,/v . \ —_ . . . .
mal pingIn, luLLssar} pa‘s.» gkpa osma plflgt]k
tup kpals. taf kat nonkyal totiyls, ka‘tna £0if%s,
< <
gkpa samrayya'ps.

Kur épH oa5r. SIHBIr XyMHT? H3YH, MAHb XyMUT?
H3Tan. H3tanm xoc Osbic, BaTh OJbIC, H3 BHC.
H5 Buc, ycbiH MuHac, BETpa BUHA BUC. AIOHKBE
Tynrxartac. AWHAT? NaibIThUI €1 aT naTel. BuHAT?
xomac m martpic. Paratac Ta Xxyu. Srmbirare-
OHbrare JaBeér MaHbH3 HyMbUT: «OcMai MUHAIH,
JOTBIAY HaThiC.» OKBa OCMa HHHYHKBE TYB
KBanbic. TaB KaT HOYXaJb TOTBIIVIBIC, KATHA
XOMBeC, 3KBa I[aM-pararac.



