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Abstract

Word sense alignment is a field of study in which lexical resources or texts are aligned
at the level of word sense rather than the word. The present paper tries to evaluate the
possibility of mechanically aligning Sanskrit lexica at the level of word sense computa-
tionally.

1 Introduction

Sanskrit, an ancient Indian language, has been a medium of transmission of knowledge in various
fields of study for centuries. Compilation of word lists in Sanskrit commenced at an early date
as it was found necessary to access the old literature such as Vedic literature, while the language
was undergoing some transformations with meaning shifts. The lexical resources known as kosas
were developed. They are of two types — (1) Samanarthaka kosas and (2) Anekarthaka kosas.
Samanarthaka kogas enlist the synonyms together. The synonyms are arranged following some
theme, semantic criterion, or ontological classification scheme. For example, in the most famous
samanarthaka kosa viz. Amarako$a, the words are arranged in three kandas and further within
the kandas, the headwords are arranged based on either semantic or ontological properties.
Anekarthaka kogas enlist different meanings of a given word. The words may or may not have
any alphabetic arrangement. Both kinds of koSsas were meant to be memorized, applied to
texts, and cited as and when the usage of the said word in the literature was to be justified
in a commentary. Therefore, the kosas were almost invariably in a verse form. Vogel (2015)
has given a comprehensive coverage of these Sanskrit kosas and commentarial literature thereon.

Because of the influence of Western lexicography, a few Sanskrit-Sanskrit dictionaries
like Vacaspatyam and Sabdakalpadruma were also compiled on the lines with the Western
methodology of arranging headwords alphabetically and in prose form. Several bilingual
Sanskrit dictionaries such as Sanskrit-English, Sanskrit-French, and Sanskrit-German were
created starting from the early 19" century. Almost all of the major dictionaries that are
free from copyright are available on the Cologne Digital Sanskrit Dictionaries website (CDSD,
2023). This digitized data has various levels of markup. In the recent years Huet (2019) has
developed a digital Sanskrit-French dictionary where the lexical items are directly linked to the
inflectional and derivational morphology.

Some of these dictionaries, in addition to providing the meaning of Sanskrit words in
the target language, also provide citations from Sanskrit texts. The citations in different
dictionaries vary. These citations play an important role in understanding the context in which
the sense is being used. Aligning the senses of different dictionaries would provide us with
more than one example sentence for each sense to understand the context and the semantic
criterion that decides the sense of the word in a given usage. Further, with the availability
of word embeddings for words in several languages such as Hindi, English, French, German,
etc. if the senses in Sanskrit bilingual dictionaries are aligned, one can take advantage of the



existing modelling of the world knowledge and the domain knowledge of other languages to
disambiguate Sanskrit words. Such sense mapping would be useful in the Machine Translation
system, for Information Retrieval, and even for a casual learner of the Sanskrit language. This
motivated us to look at the problem of aligning various Sanskrit bilingual dictionaries according
to the senses.

In what follows, we first explain the word sense alignment problem, and the challenges
therein. This is followed by the discussion on the methodology followed for automatic sense
alignment. In section 4 we discuss the sense alignment of two dictionaries Sanskrit-English and
Sanskrit-Hindi by Apte. The results of the alignment algorithms are extended to other pairs of
dictionaries, which is the topic of section 5. Finally we discuss other possible ways of alignment
before concluding.

2 Word Sense Alignment

Word sense alignment, also known as sense alignment or sense mapping matches two entries
from two lexical resources based on the sense the two entries express. Word sense alignment
emerged out of various efforts toward the word sense disambiguation (WSD) problem. WSD
is an important task for several NLP applications such as Machine Translation, Information
Retrieval, Question Answering, Summarisation, and so on. At the same time, it is one of the
most difficult problems in the field of Natural Language Processing (NLP). It is considered
as being an Al-complete problem (Agirre and Edmonds, 2007). The difficulties arise due to
poor understanding of the process involved. Various factors such as linguistic, contextual,
domain-specific, cultural, and world knowledge contribute to the process of manual word sense
disambiguation. In the case of resource-rich languages such as English, there are several lexical
resources with varied granularity such as WordNet (Miller, 1995), FrameNet (Baker et al.,
1998), ConceptNet (Speer et al., 2017), VerbNet (Schuler, 2005) etc., and sense-tagged corpora
available in digital media. This resulted in several efforts aiming at the alignment of such
resources known as Word Sense Aligned (WSA) resources. The development of Euro-WordNet
(Vossen, 1998) and Indo-WordNet (Bhattacharyya, 2010) are also steps towards generating
Word sense-aligned lexical resources so that the sense-tagged corpus in one language can become
available in another with minimum effort. In the recent years, Word Sense Alignment has
gained importance. Languages with low resources would like to take advantage of the resources
available in resource-rich languages, by aligning their resources to those of the rich languages.
For example Salgado et al. (2020) describes the challenges of word sense alignment of Portuguese
Language Resources. Joshi et al. (2012) present a heuristic approach to link English and Hindi
WordNets by linking their senses. Two closely related Czech lexical resources VALLEX! and
PDT-VALLEX? were aligned fully automatically (Bejcek et al., 2014). Johansson and Pina
(2015) used word sense embeddings to automatically link the Swedish language banks.

During his post-doctoral fellowship in 2012 at Inria, Pawan Goyal aligned the Sanskrit Heritage
dictionary with an XML version of Monier-Williams available at CDSD (Goyal et al., 2012).
Goyal used the online google translator to translate the French entries into English and then
aligned them with the entries in Monnier Williams’ Sanskrit-English dictionary, by manually
aligning the entries wherever there were ambiguities/multiple choices available. The alignment
process is incremental and thus may be iterated on successive versions of the Sanskrit Heritage
dictionary.

"http://ufal.mff.cuni.cz/vallex/2.6/
http://lindat.mff.cuni.cz/services/PDT-Vallex/



2.1 Challenges

The conceptual space is a continuum that is divided into discrete units by the lexicon of a
language. Since the lexicon is denumerably finite, a word represents a piece of continuous
conceptual space and not a discrete point. This sometimes leads to one word representing a
spectrum of meanings. Such words are termed polysemous words. Sometimes, more than one
lexical unit produces the same word form. Such word forms are called homonyms. Among the
homonymous and polysemous meanings, typically the homonyms are provided with different
headword entries, while the polysemous meanings are clubbed under a single head. Within pol-
ysemous meanings, the granularity is decided by the lexicographer. Deciding the granularity of
the meaning is not trivial. It is not at all clear when a sense of the word should be treated as a
separate meaning and when it should be subsumed within an already existing meaning. Further
deciding between a polysemy and homonymy is subjective due to the fuzzy boundary between
them. Another factor is the inclusion of metaphoric meanings in the dictionary. Indian tradition
discusses three types of meanings viz. abhidha (literal), laksana (metaphoric or secondary) and
vyaifijana (suggestive). While it is impossible to provide the suggestive meanings, which are sub-
jective in nature, and also depend on the context, the lexicographers do consider the secondary
or suggestive meanings for inclusion in the dictionaries. Even in the case of dictionaries from
the same lexicographer, the intended audience, printing or economic considerations may force
the lexicographer to deal with sense granularity in different ways across different dictionaries.
Therefore, the choice of sense granularity is mostly left to the discretion of the lexicographer, as
has been observed through various lexical resources. Because of these reasons, the word sense
mapping between different lexical resources is not trivial.

3 Methodology

Manually aligning lexical resources at the word sense level is a very laborious task. It would
also require the person to be well versed in two languages e.g. aligning a Sanskrit-English and
Sanskrit-Hindi dictionary would require the person to know at least English and Hindi, and
preferably Sanskrit too. For a resource-starved languages like Sanskrit, this may be very costly
and time-consuming.

The present work focuses on finding out the similarity between different meanings of a given
word and present the human annotator with a similarity score or a confidence score, so that
the annotator may devote more time to the places where the machine performs with a low
confidence level. We also aim at finding a more or less language-agnostic way of automatically
or semi-automatically aligning lexical resources at the word sense level so that it can be
extended to other language pairs.

For any mechanical mapping between entries from two dictionaries to be successful, either
both the target languages need to be the same or a model trained on both languages to identify
similar concepts across both languages is needed. The first approach is simpler. Because of
the advancement in machine translation technologies and publicly available resources such
as Google Translate?, it has become possible to translate various texts from one language to
another. Thus, in the absence of models trained in two different languages, one can still use
Google Translate to identify similar concepts across languages. The task of finding out the
similarity between two documents (in our case, the meaning of the word for a given sense) is a
common theme in information retrieval (IR), topic modeling, ontology matching, etc. There
are various algorithms which have already been tested for the same.

Bér et al. (2013) have enumerated and implemented the following similarity algorithms in
their software: Longest Common Substring, Greedy String Tiling (Wise, 1996), Jaro (1989),

3https:/ /translate.google.com/ accessed on 20 September 2023



Jaro-Winkler (Winkler, 1990), Monge and Charles (1997), Levenshtein (1966), Jiang and
Conrath (1997), Resnik (1995), Latent Semantic Analysis (Landauer et al., 1998) and Explicit
Semantic Analysis (Gabrilovich and Markovitch, 2007). As the dictionary meanings are
relatively small chunks of text, with sizes ranging upto two or three sentences at maximum,
structural and stylistic similarity measures mentioned in the said paper are not of much
relevance to the task at hand. Semantic similarity measures presume some graph-like structure
and use the structure of those graphs to find out the similarity or nearness between two
nodes. These work best when there is some ontological representation of the world knowledge
or some hierarchy of the word/word senses and their relationship is explicitly coded. In an
alphabetically arranged dictionary, such a relationship is almost non-existent. Therefore, these
measures were not tried. Latent Semantic Analysis (LSA) and explicit semantic analysis (ESA)
require a lot of computational resources. Training and running these algorithms on a large
corpus like two full-fledged dictionaries will be computationally too heavy. LSA may be able to
identify similarities between ‘child’ and ‘offspring’, which a normal text-based scorer may miss.
However, due to limited computational resources, we have not tried them either. Other than
these measures, there are following string-based measures implemented by rapidfuzz library?* -
Damerau (1964), Hamming (1950), Indel, OSA, Prefix and Postfix.

The present paper focuses on the usability of string-based similarity measures for finding out
the mapping of word senses. We present here our efforts towards the word sense alignment
of Sanskrit lexical resources. We present three case studies. The first one is with two
different target languages but the same compiler. Here we have chosen Sanskrit-English® and
Sanskrit-Hindi dictionaries of Apte®. Since the second dictionary is based on the first one, the
assumption is there would be a good chance of getting one-one mapping. The second pair is
with the same target language but different compilers. Here we have chosen Sanskrit-English
by two different compilers — Wilson (1832)7 and Yates (1846)%. The third one was a pair of
monolingual English lexical resources viz. Webster’s Unabridged Dictionary of the English
Language (Webster, 1900)? and English Wordnet (Miller et al., 1990)*°.

4 WSA of Sanskrit-English and Sanskrit-Hindi of Apte

Apte Sanskrit-English (AP90) dictionary (Apte, 1890) has been used in this experiment. The
later 1957 version (AP) of the dictionary (Apte et al., 1957) is still under copyright. Therefore
CDSD does not have its data for open usage. AP90 is not fully marked up to show different
word senses separately. It has some rudimentary markup or patterns by the help of which crude
parsing was done and word meanings were separated. Apte Sanskrit-Hindi (ASH) dictionary
(Apte, 2007) is a Hindi translation of Apte’s Sanskrit-English dictionary. It is not an exact
translation. Many of the words have been omitted, and many meanings have been merged,
deleted, or separated. It seems that ASH had the advantage of using the data of the 1957
edition too. Therefore, the new words or meanings added in that edition are also used in ASH.
At the same time, ASH has been made more concise. Therefore, multiple meanings have been
combined together. Rare meanings have been dropped altogether too. Therefore, it was not
trivial to align the word senses in these two dictionaries, and hence, these were taken up to
attempt word sense level alignment between them.

“https://pypi.org/project /rapidfuzz/

®https://www.sanskrit-lexicon.uni-koeln.de/scans/ AP90Scan /2020 /web/webtc/download.html

5Developed by the SHMT (Sanskrit-Hindi Machine Translation) consortium during 2008-2011, now a part of
Samsaadhanii Platform at https://sanskrit.uohyd.ac.in/scl/

"https://www.sanskrit-lexicon.uni-koeln.de/scans/WILScan/2020 /web/webtc/download.html

Shttps://www.sanskrit-lexicon.uni-koeln.de/scans/YATScan /2020 /web/webtc/download.html

“https:/ /www.gutenberg.org/files /29765 /29765-0.txt

Ohttps://github.com/fluhus/wordnet-to-json /releases/download/v1.0/wordnet.json.gz



4.1 Gold Standard Data

As there is no previously existing gold standard data regarding word sense alignment of un-
structured lexical resources like a dictionary pair, a manual gold standard data was created by
selecting a random starting point and taking roughly 1000 ASH entries starting therefrom (See
Table 1). Corresponding entries of AP90 were also taken up (See Table 2).

Head word Hindi sense_id (ASH) | Hindi Meaning (ASH)
Sheq: (Akalpah) | 247 NI, ASHER

aed: (Akalpah) | 248 ERCLll

®eq: (Akalpah) | 249 T, SEN

Table 1: sample ASH entries

Head word English sense_id (AP90) | English Meaning (AP90)

hed: (Akalpah) | 440 An ornament, decoration

Mhed: (Akalpah) | 441 Dress (in general), accoutrement
R (Akalpah) | 442 Sickness, disease

R (Akalpah) | 443 Adding to, increasing

Table 2: sample AP90 entries

Every word sense had been given a unique identifier for both dictionaries. A manual exam-
ination of the data was done and a manual mapping was created. As and when some parsing
error was detected in the data, the same was manually corrected. Sample entries of the sense
alignment of entries from ASH and AP90 are shown in Table 3.

Head word Hindi sense_id (ASH) | English sense id (AP90)
hcd: (Akalpah) | 247 440
hHeq: (Akalpah) | 248 441
AHeq: (Akalpah) | 249 442
Shed: (Akalpah) | - 443

Table 3: Gold Standard Data for Alignment of ASH and AP90

Since the two dictionaries selected had different target languages, for aligning the entries,
we decided to use Google Translate to translate the meanings of AP90 into Hindi. In Table
4, column GSH shows the Google translation of the entries in AP90 into Hindi. The task at
hand is to map the English sense_id to Hindi sense_ id using GSH. Please note that sometimes
Google Translate does not translate some difficult words like ’accoutrement’ and leave them as
they are, when processed via bulk upload.

Head word English English Meaning (AP90) GSH
sense_ id
(AP90)
®ed: (Akalpah) | 440 An ornament, decoration Ush ITRTUI, Eel9E
hed: (Akalpah) | 441 Dress (in general), accoutrement | 92T (G &9 H), accoutrement
®eq: (Akalpah) | 442 Sickness, disease T, A
R (Akalpah) | 443 Adding to, increasing SAreT, STl

Table 4: sample AP90 entries along with their Hindi Translations




Similarly, entries of ASH were translated into English with the help of Google translate. Please
see column GSE of Table 5.

Head word Hindi sense id (ASH) | Hindi Meaning (ASH) | GSE

ke (Akalpah) | 247 JATHUT, TSHR jewelery , Ornament
®cd: (Akalpah) | 248 EEIERI Costumes

®cd: (Akalpah) | 249 T, SR Disease , Disease

Table 5: sample ASH entries along with their English Translations

In the next section, we present various algorithms, and their performance on the gold standard
data.

4.2 Algorithms

Our algorithms are based on simple string-level similarity measures. We define four different
units of comparison, and four different units of measure for comparison resulting in 16 different
algorithms. We describe them below.

4.2.1 unit of comparison

The three basic units we propose are words, shingles (n-grams at character levels), and syllables.
While glancing at the ASH entries with GSH manually, we also realized that in the case of
languages like Hindi, depending upon the presence of post-positions, the last character of the
word is changed as in ‘bahara’ (&) versus ‘bahare’ (&Y). Hence we decided to consider a word
with the last character trimmed also as a unit of comparison.

4.2.2 measure of comparison

We have identified four different measures for calculating the similarity. Suppose the meanings
from two dictionaries are stored as a list of words L; and Lo. I; and Iy are sets of unique words
amongst L and Lg respectively. In the following notation, |A| denotes the cardinality of set A.
The four different measures are defined as

my = ’leLQ‘
’L1UL2‘
— ‘llﬂl2’
‘Z1Ul2’
ms — ’LlﬂLg‘
| L1
o ‘llﬂl2’
my =
|1

The phrases describing the senses are tokenised and stop-words are removed. In the case of
English, all the words are converted to lower case. Let us assume the two senses that need to
be aligned are ‘space, place in general’ and ‘free space or vacuum’. As a first step the phrases
are tokenised and the stop words are removed, and the words are changed to lower case. This
results into two word lists
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L; = [“space”, “place”,
7w

Ly = [“free”, “space”,

general”], and
vacuum”]

As there are no duplicate words in any of these two word lists, 1 = L1 and Iy = Lo. Thus,

for the above lists my = ¢; mp = §;mg = 3, my = &

The shingles for each word are the all possible n-grams of characters. Thus,

shingles(“space”) = [“s”, “sp”, “spac”, “space”,

13 RY AN A Y WL

ace”, “c”, “ce”, “e”].

[13 b

spa-,

W

b

Wa” [13 2

“pa”, “pacﬂ’ “pace777 a , ac ,

The trimmed words are obtained by trimming the last character of the word. So the trimmed
word list for L is [“spac”, “plac”, “genera”]. While, we do not see this trimmed word list of
any advantage in the case of English, for languages like Hindi these are useful. For example,
in the word mapping the words ‘bahara’ (¥&8U) and ‘bahare’ (313:{) will not match, but after

trimming the last phoneme, both the words will match ‘bahar’.

With the 4 units of comparison and 4 units of measures of similarity, there are 16 different
measures for judging the similarity between the two senses. These 16 measures are shown in
Table 6.

unit mq mo ms My
word CR1 | CR2 | CR3 | CR4
shingles CR5 | CR6 | CR7 | CRS8
trimmed word | CR9 | CR10 | CR11 | CR12
syllable CR13 | CR14 | CR15 | CR16

Table 6: Metrics used for evaluation

A threshold of 0.2 was defined to ignore the mappings with low similarity score. Another
measure delta was also calculated. It is the difference between the word sense pair across
dictionaries with the highest similarity score and the second best pair. If delta is high, it means
that the pair at the first rank is ahead of the second rank comfortably. A threshold value of
delta was kept at 0.1.

4.3 Evaluation on Gold Data

After setting these thresholds, the comparison of the results of all algorithms was made. The
gold standard comprises of 2022 word sense pairs manually validated. The results of some of
the standard algorithms implemented by rapidfuzz library are shown in Table 7.

Algorithm | Pairs identified | Percentage || Algorithm Pairs identified | Percentage
Levenshtein | 1793 88.67% Damerau 1794 88.73%
Hamming 1688 83.48% Indel 1822 90.11%
Jaro 1816 89.91% Jaro-Winkler | 1818 89.91%
OSA 1793 88.67% Prefix 1749 86.50%
Postfix 1690 83.58%

Table 7: Percentage of word sense pairs correctly identified from gold standard data by already

existing algorithms

With the same thresholds, the results obtained from algorithms CR1 to CR16 are shown in

Table 8.




Algorithm | Pairs identified | Percentage || Algorithm | Pairs identified | Percentage
CR1 1866 92.28% CR9 1861 92.04%
CR2 1871 92.53% CR10 1865 92.24%
CR3 1855 91.74% CRI11 1848 91.39%
CR4 1856 91.79% CRI12 1847 91.35%
CR5 1856 91.79% CR13 1847 91.35%
CR6 1887 93.32% CR14 1878 92.87%
CR7 1858 91.89% CRI15 1841 91.04%
CRS 1863 92.14% CR16 1851 91.54%

Table 8: Percentage of word sense pairs correctly identified from gold standard data by various
algorithms

As can be seen from the results, CR6 gave the best result of all the algorithms. Therefore,
the algorithm CR6 was selected out of these algorithms. CR6 makes use of shingles and hence
captures various features like terminal case removal, textual similarity between tatsama words
and tadbhava words, common verb or common noun in compounds etc. This may be the reason
why CR6 gives better result than other algorithms.

4.4 Evaluation on complete dictionaries

CR6 was applied to the complete dictionaries ASH (D1) and AP90 (D2). As AP90 definitions
are in English language and ASH definitions are in Hindi language, both were translated with
the help of Google Translate and an English version of ASH (E) and a Hindi version of AP90 (H)
were created. D1 and H were compared against each other (both with Hindi definitions) and D2
and E were compared against each other (both with English definitions). Having comparisons
with both the languages helped in a big way. There are cases where one language is insufficient
to map satisfactorily, but the other language could map without any difficulty. Let us see such
a case with an example.

D1.91 | Sl IUA A & T4 = &, I 821 A AT g S T4 I & a0 A &
D1.92 | e, s

D1.93 | T, 3, 3adnd

D1.94 | 9&Te

Table 9: Entry of the word ‘ST&™’ in the ASH (D1) dictionary

D2.1916 | not to be stolen, removed or carried
D2.1917 | not to win (by fraud), devoted, loyal
D2.1918 | firm, steadfast, hard

D2.1919 | a mountain

Table 10: Entry of the word ‘IR’ in the AP0 (D2) dictionary.

As can be seen from the contents the four senses of D1 correspond sequentially to the four
entries of D2.

Now, let us look at the Google translations of D1 into English and D2 into Hindi.

Had we used only translation of AP90 into Hindi through Google translator, and compared
it with the entries in ASH, the words ‘9&I€' (D1.94) and ‘W& qE (H.1919) will not get good
similarity score. However, the same words when translated to English will be highly similar viz.
‘a mountain’ (D2.1919) and ‘Mountain’ (E.94). Therefore, the similarity score with English
as the destination language will be very high. Similarly, ‘SF&Ig, M8EM’ will not match ‘Fl'l:lﬁ?l,



E.91 | Unstealable, or not capable of being removed or taken away
E.92 | Devotees , loyal

E.93 | Strong , motionless , irresistible

E.94 | Mountain

Table 11: Entry of ASH translated to English via Google Translate (E)

H.1916 | =N, &1 A1 S S % 050 =7l

H.1917 | Siae % fou i (diaraet /), GHiid , THeR
H.1918 | Tg, 21, F#OR

H.1919 | @ 9ad

Table 12: Entry of AP90 translated to Hindi via Google Translate (H)

JRIGI much at character level, but ‘devoted, loyal’ will match ‘Devotees, loyal’ at character
level. There are also cases where Hindi fares better. Mapping ‘R AT with “HET G is easier
than mapping ‘trapped’ and ‘entangled’ (D1.342 and D2.556). Thus, using two languages
helps us to take care of some cases where one language uses different synonyms and the other
language has only one word for the concept or may have used the same word out of available
synonyms.

Creating mapping with two languages also gives us some more benefits. It give us more
confidence about a given mapping if both the languages give the same mapping. Based on these
insights, an analysis of the mappings of gold standard data and full dictionary data was carried
out. We classify the confidence levels of machine into 7 different categories. These categories
are shown in Table 13 with their correspondence confidence levels.

Category | Description Confidence
A Both languages give above sim_ threshold, and both lan- | High
guages give the same first match

B (Languagel above sim_ threshold, and Language2 gives | High
lower similarity score) or (Language2 above sim__ threshold,
and Languagel gives lower similarity score)

C Headword present in only one dictionary, and absent in the | High
other

D Both languages give below sim_ threshold, and both lan- | Low
guages give the same first match

E (Languagel below sim_ threshold, but better than Lan- | Low

guage2) or (Language2 below sim_ threshold, but better
than Languagel)

F Headword present in both dictionaries, but all entries of | High
dictionaryl have already been assigned to other entries of
dictionary?2 or vice versa. Hence, there is no mapping

G Force mapped, as this is the only remaining match High

Table 13: Categorization of various mappings along with their confidence level

Analysis of gold standard data with these codes yielded the following results (See Table 14).
It is worth noting that the machine generated a total of 2096 mappings. The gold standard
data has 2022 mappings. It is because the machine does not know what are the number of
mappings present in the gold standard data. Word senses may have one-one, one-many and
many-one mappings. Therefore, it is not possible to determine in advance how many word sense



Category | Pairs in the category | Percentage
A 636 30.34 %

B 221 10.54 %

C 738 35.21 %

D 60 02.86 %

E 59 02.81 %

F 360 17.18 %

G 22 01.05 %
Total 2096 100 %

Table 14: Categorization of gold standard mapping generated via algorithm CR6

mappings are to be generated. Therefore, the machine generated a total of 2096 mappings.
Among these, the entries falling in the category of D and E have low confidence. Thus roughly
5-6% cases are such which are of low quality and would improve with human intervention. Rest
of 94-95% cases can be mechanically aligned, saving precious resources. As the gold standard
data was corrected as and when some parsing error or typographic error was seen, the error rate
in gold standard data is much less. Whereas, there was no attempt made to clear these kind
of errors in full dictionaries. Therefore, the error rates in the full dictionaries is more than the
gold standard data.

The following are the results of application of the above methodology to full dictionaries Apte
Sanskrit-Hindi (ASH) and Apte Sanskrit-English (AP90) (See Table 15).

Category | Pairs in given category | Percentage
A 51964 32.59 %

B 16655 10.44 %

C 47131 29.56 %

D 9730 06.10 %

E 6258 03.92 %

F 25710 16.12 %

G 2023 01.27 %
Total 159471 100%

Table 15: Categorization of word sense mappings generated by algorithm CR6 for Apte Sanskrit-
Hindi and Apte Sanskrit-English dictionaries

Roughly 10% of cases fall under low confidence zone, which may require human intervention.
Three random numbers were selected and 100 entries starting therefrom were examined for false
positives. The following is the result. (See Table 16)

A |B |C |D|E |F | G | False Positives/total pairs
01|14 ]00 |01 |10 |00 |04 | 30/300

Table 16: False positives from randomly selected mappings
Thus, manual examination also yields around 10% error rate.

5 Mapping other dictionaries

Similar exercise was also tried for different dictionary pairs like (1) Apte Sanskrit-English and
Monnier Williams Sanskrit-English dictionary!! (2) Wilson Sanskrit-English and Yates Sanskrit-

"https: //www.sanskrit-lexicon.uni-koeln.de/scans/MWScan /2020/web /webtc/download.html
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English dictionary and (3) English WordNet and Webster’s English dictionary. The results are
shown in Table 17.

Category | Apte — MW | Wilson — Yates | WordNet — Webster
A 17.84 % 53.22 % 09.43 %
B 04.53 % 11.40 % 03.90 %
C 53.12 % 13.44 % 61.83 %
D 08.39 % 07.99 % 06.92 %
E 02.78 % 04.80 % 05.01 %
F 12.70 % 08.03 % 11.68 %
G 00.64 % 01.13 % 01.23 %

Table 17: Categorization of mappings for various dictionary pairs

Thus, in almost all dictionary pairs studied, the error rate (D+E) is roughly to the tune of
11-13%. These are the places where human annotators can make maximum impact by manual
examination and correction.

6 Way ahead

We are exploring the possibility of using graph based similarity scores or semantic measures
such as LSA or ESA to find out similarity in cases where text based similarity scores are below
threshold. These approaches are computationally heavy and may require more computational
resources. In the present case, the thresholds of similarity scores were chosen empirically or
rather arbitrarily. It may be possible to learn these thresholds by optimizing its F-scores. As
the gold standard (training data) is quite small, this exercise is not yet tried. Once we have
large manually validated data, it will be worthwhile to find out the optimum thresholds with
statistical methods.

The present methodology can be expanded to other language pairs and check whether findings
in different language pairs are similar or otherwise. Effect of quality of translation services like
Google Translate between different language pairs may add a cascading effect on the perfor-
mance.

7 Conclusion

Undertaking the task of mapping of dictionaries at the level of word sense seems daunting at
first, but after experimenting with a few dictionary pairs, it was only 11-13% of word senses
that required manual examination by human expert. Once a quick implementation having an
accuracy of 87-90% is created by machine, human annotators / users can be given an option
to change the mapping if they feel that the mapping generated by the machine is incorrect. It
holds immense potential to expand sense-mapped text resources from one language to another.
It will particularly help the users of languages which are having scarce resources e.g. a Sanskrit
work which has been disambiguated and sense-mapped in English with help of Sanskrit-English
dictionary can be extended to the users of, say, French language by mapping Sanskrit-English
dictionary to Sanskrit-French dictionary at word sense level.
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