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Abstract 
We introduce the MEET corpus. The corpus was collected with the aim of systematically studying the effects of 
collocated (physical), remote (digital) and hybrid work meetings on collaborative decision-making. It consists of 10 
sessions, where each session contains three recordings: a collocated, a remote and a hybrid meeting between 
three participants. The participants are working on a different survival ranking task during each meeting. The 
duration of each meeting ranges from 10 to 18 minutes, resulting in 380 minutes of conversation altogether. We 
also present the annotation scheme designed specifically to target our research questions. The recordings are 
currently being transcribed and annotated in accordance with this scheme. 
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1. Introduction 

The declaration of COVID-19 as a global 
pandemic led to widespread implementation of 
social distancing measures, resulting in a shift of 
various human social activities from offline to 
online. In other words, the enforced social 
isolations in the physical world significantly 
increased humans' social interactions in the cyber 
world (Yan, 2020). In a professional context, this 
was most noticeable as a shift from collocated to 
remote meetings that changed the work 
environment. The shift is backed by staggering 
numbers. As an example, Zoom added >2 million 
active users monthly during 2020 (Video 
Conferencing Market Size, Share & Covid-19 
Impact Analysis, 2021). 

The change subsists in the post-pandemic era, 
and remote meetings have become a prevalent 
part of modern work culture. and it is safe to 
assume that we currently have more people that 
are well-versed in the art of remote meetings than 
ever before. 

Notwithstanding, important questions have not 
been adequately addressed, such as: 

• How is the structure and dynamics of 
remote meetings best described?  

• Are they as effective as collocated ones?  

• How do they differ?  

• How, for that matter, is effectiveness 
evaluated?  

The actualization of these questions has 
motivated us to study remote meetings, with the 
aim of describing, analyzing and comparing 
spoken interaction behaviors and the resulting 
efficiency in collocated, remote and hybrid 
meetings. 

In this paper, we focus on the corpus construction 
explaining the recording phase (setting, 
participants and the tasks) and also the 
annotation phase providing a detailed description 
of the used annotation scheme. 

1.1 Scope 

According to Merriam-Webster, the term 
"meeting" simply refers to "the act of coming 
together." Other definitions, such as Google's 
English Dictionary by Oxford Languages, specify 
a more deliberate gathering, defined as "an 
assembly of people for a specific purpose." Here, 
we are concerned with this latter kind of 
purposeful meeting - the kind that Goffman 
considers “the natural unit of social organisation 
in which focused interaction occurs”, where 
focused interaction is “when people effectively 
agree to sustain for a time a single focus of 
cognitive and visual attention, as in a 
conversation, a board game, or a joint task 
sustained by a close face-to-face circle of 
contributors” (Goffman, 1961). We will however 
interpret “close face-to-face circle” loosely to allow 
the inclusion of remote and hybrid meetings. 
Other constraints typically associated with the 
term meeting include synchroneity among the 
participants and a limitation in time, denoted by a 
beginning and an end (Fulk & Collin-Jarvis, 2001). 

We further limit the scope to professional 
meetings, and more specifically those that occur 
in the segment of the workforce that has been 
labelled “knowledge workers”. The term was first 
used by Drucker around 1960 (Drucker, 1959, 
1961). Although it is not a particularly well-defined 
concept (Scarbrough, 1999), it commonly 
includes occupations such as doctors, lawyers, 
scientists and academics. Around the turn of the 
century, Drucker explicitly included what he 
labelled “knowledge technologists”, exemplified 
by computer technicians, lab analysts, paralegals, 
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software designers, into the group (Drucker, 
1999). 

2. Background and Related Work 

2.1 Studies of Meetings 

The study of meetings has received attention in 
several disciplines. A key body of work is what we 
may term the social psychology of small groups, 
a field that reached a peak in the 70s. (Davis et 
al., 1976) presents a comprehensive overview 
that is particularly relevant. The focus here is not 
as much on meetings as it is on the dynamics of 
work in small groups in general, and although the 
two are clearly associated, they are not the same. 
Goffman points to several reasons to hold the two 
concepts apart, with the strongest being that the 
crucial meeting attribute of “maintenance of 
continuous engrossment in the official focus of 
activity” is “not a property of social groups in 
general” (Goffman, 1961). 

In literature more directly focused on meetings 
there are several directions that are worth specific 
mention here. The study of the effects of meeting 
facilitators blossomed in the 1990s, in part 
because of the increase of team-based 
organizations, but also because “the advent of 
group support technologies” (e.g., audio-video 
conferencing) created “a special demand for 
facilitation” (Niederman & Volkema, 1999; here 
you will also find a brief overview of the field). 
Directly related to the same technology 
development are studies of the effects of distance 
(e.g. in audio-video conferencing). (Fulk & Collin-
Jarvis, 2001) provides a comprehensive overview 
of 20th century work in this field. 

2.2 Meeting Types 

McGrath (1984) takes off from Hackman’s three 
classes (e.g. Hackman & Morris, 1975; Morris, 
1966), where “production” and “problem-solving” 
becomes generated (ideas and plans, 
respectively) and “discussion” becomes choose 
or negotiate depending on the situation. He then 
adds “execute” as a fourth alternative. Each of 
these four basic “quadrants” is then divided into 
two using features from several other 
classifications. This results in eight task types: 
planning tasks, creativity tasks, intellective tasks, 
decision making tasks, cognitive conflict tasks, 
mixed-motive tasks, competitive tasks, and 
psycho-motor tasks. This classification - the 
circumplex model - has been quite influential. In 
this terminology, our main interest is in the 
“choose” quadrant, and more specifically in 
“decision making tasks”. 

2.3 Mediated Meetings 

A great deal of theoretical work on mediated 
meetings took place quite some time ago. There 
is relevant work in the group decision support 
systems (GDSS) field, although it targets groups 

rather than meetings.  DeSanctis & Gallupe, 
(1987) proposed a division of electronic support 
systems (for group decisions) into three levels. 
Level 1 contains “technical features aimed at 
removing common communication barriers”. This 
is the most relevant level for the present work, as 
it contains audio/video conferencing. 

Fulk & Collin-Jarvis (2001) makes a three-way 
distinction between group support systems (GSS, 
which do not seem to differentiate from GDSS, 
and which refers to all three levels of DeSanctis & 
Gallupe). Here, their notion of “teleconferencing”, 
which refers to “meetings held through audio-
conferencing and video-conferencing systems” is 
the main area of interest from our perspective. 
Review papers on teleconferencing started 
appearing as early as the 1970s (Williams, 1977). 
We note, however, that even though audio and 
video conferencing technology has improved by 
leaps and bounds since its infancy, acceptance of 
distant meetings may not have increased at the 
same rate (Blenke et al., 2017), at least not before 
the pandemic. We also note that the main issue 
may not be acceptance but rather that video 
conferencing and face-to-face meetings simply 
work differently (Denstadli et al., 2012) and that 
attitudes vary with the type of video conferencing 
system used (Julsrud et al., 2012). 

Face-to-face interaction is another research field 
that has taken a keen interest in video 
conferencing, targeting its presumed inability to 
faithfully transfer communicative cues and the 
resulting deterioration on quality of interaction. 
Various complex technical video solutions have 
been proposed from near the dawn of video 
conferencing until the present (e.g. Adeboye, 
2020; Nguyen & Canny, 2007; Okada et al., 1994; 
Sellen et al., 1992), as well as considerably more 
complex solutions involving avatars in order to 
achieve telepresence over low bandwidth (Al 
Moubayed et al., 2012; Beskow et al., 2009) 

Directly related to the same technology 
development are studies of the effects of distance 
(e.g. in audio-video conferencing). Fulk & Collin-
Jarvis (2001) provides a comprehensive overview 
of 20th century work in this field. 

For more direct comparisons of remote and 
collocated communication, digital interaction has 
been shown to reduce perceived social presence 
between communicators, potentially hindering 
relationship-building among collaborators, and 
leading to a stronger focus on self (their personal 
goals) and less on their interaction partners 
(Scholl et al., 2020). Collocated interactions 
involve richer visual, auditory, tactile, and 
contextual information, helping people pick up 
important social cues and share intentions and 
emotions resulting in feelings of social closeness 
(Newson et al., 2021). More generally, media 
richness theory posits that interactions held 
through “richer” communication media (i.e. media 
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that involve more cues) lead to better 
communication. Nesher Shoshan & Wehrt (2022) 
showed that meetings held through video 
conferences cause more exhaustion, indicating 
that so-called Zoom fatigue may objectively exist. 
Moreover, participants involved in remote 
meetings described difficulties in reading social 
cues of others, while perceiving pressure to 
provide such cues themselves (ibid). 

Concerning efficiency, Denstadli et al. (2012) 
showed that while remote meetings save time 
(both in planning and in the duration of the 
meeting itself) they are not suitable for 
participants who do not know one another 
beforehand, and it makes developing contacts 
difficult. From a more organizational point of view, 
collocated meetings are preferred because of the 
desire to develop social relations and social 
capital and to handle tasks with high ambiguity 
(ibid). Similarly, Alge et al., (2003) examined the 
effect of teams' past experiences on their ability to 
communicate in collocated and remote contexts. 
Results indicate that teams without knowledge-
building experience (no shared past) 
communicating collocated reported higher 
openness/trust and shared more unique 
information than remote teams communicating 
through a synchronous computer-mediated 
medium. 

3. Method 

3.1 Corpus Collection 

3.1.1 Participants 

The corpus consists entirely of three-party 
conversations. Altogether thirty individuals (13 
females and 17 males) participated in this study. 
They were mainly recruited through the Accindi 
digital platform where researchers and study 
participants can interact. They were compensated 
by four cinema tickets. Participants were between 
23 and 48 years old. They were all fluent English 
speakers and had no hearing problems. They 
formed groups of three while participating in 
meetings (three individuals per session having 
three types of meetings consecutively, no 
individual took part in more than one session). 

3.1.2 Tasks 

Three different ranking tasks were used during 
the meetings: NASA moon survival (Hall & 
Watson, 1970; Littlepage et al., 1995), Desert 
survival (Lafferty & Pond, 1974; Littlepage et al., 
1995) and the Camping game survival (Hare, 
1952). In all three tasks an imaginary situation is 
explained during which participants must find a 
way to survive. There is a list of items (10 to 15 
items dependent on the task) which could help 
them in their survival. Participants were asked to 
rank these items from one to fifteen according to 
their importance for their survival. The aim of this 
type of task is to arrive at a group consensus by 

the end of the meeting. The reason for choosing 
these survival tasks was that they were well 
studied and vastly used in the literature. During 
each meeting the groups had to complete one 
task and the order in which the tasks were used 
was randomised. 

3.1.3 Setting & Equipment 

All meetings took place in the Division of Speech, 
Music and Hearing (THM) at KTH. Meetings were 
performed and recorded (both audio and video) in 
three different settings. The collocated meeting 
took place in the seminar room at TMH, where 
participants gathered around a table working on 
their task. Their meeting was recorded using the 
meeting owl pro (360-degree camera, mic, and a 
speaker) which was placed at the center of the 
table and connected to a host computer. In 
addition, separate Xoom voice recorders were 
used to capture audio of each individual. For the 
digital and hybrid meetings, Zoom video 
conferencing software was used and participants 
were placed in separate booths while connecting 
over Zoom. They were asked to use full screen 
mode while selecting the gallery view and “Hide 
self” in the gallery options. The meetings were 
recorded both through zoom and voice recorders. 
During the hybrid meeting, two participants were 
sharing the same room while the third participant 
was connected through Zoom. 

3.1.4 Process 

In each session, participants in groups of three, 
joined three consecutive meetings (collocated, 
remote, and hybrid) while working on one of the 
survival tasks in each meeting. The order in which 
the meetings took place was randomized for each 
group. Before the start of each session recording, 
participants were provided with instructions and 
asked to sign a GDPR consent form and fill out a 
demographic form. Each meeting, regardless of 
the setting, consisted of three phases: the pre-
meeting, the in-meeting and the post-meeting 
phase. Before the meeting (the pre-meeting 
phase) participants were asked to work on the 
given task individually and write down their 
individual preferred order of items. They were 
given 5 minutes to complete this. During the 
meeting (the in-meeting phase) they had 15 
minutes to discuss the same task with their group 
mates and come up with a group consensus. After 
the meeting (the post-meeting phase) they were 
again given 5 minutes to review their initial 
individual ranking and modify it if necessary. Each 
session was completed within 2 hours. 

3.2 Corpus Annotation 

3.2.1 Data Processing & Annotation 

Tool 

The recordings have been segmented and 
annotated on various levels using ELAN 6.3 
multimodal annotation tool (Sloetjes & 
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Wittenburg, 2008). With ELAN a user can add an 
unlimited number of textual annotations to audio 
and/or video recordings. Annotations can be 
created on multiple layers, called tiers. Tiers can 
be hierarchically interconnected (child and 
parents tier). An annotation can either be time-
aligned to the media or it can refer to other 
existing annotations. The content of annotations 
consists of Unicode text and annotation 
documents are stored in an XML format (EAF). 

3.2.2 Annotation Scheme 

The conversations are annotated on various 
levels using separate tiers for each layer. On the 
first level, conversations are manually 
decomposed into TURN UNITS. These units are 
defined as stretches of speech produced by one 
participant who occupies the speaker role, 
bounded by periods of inactivity (i.e. silence) of 
that speaker. (Brady, 1968; Bunt et al., 2020; 
Heldner & Edlund, 2010). An annotation segment 
on a tier starts with the start of the vocalisation by 
a participant and ends with its end. The minimum 
silence from a participant required to end 
aTurnUnit was 500ms. The TurnUnits related to 
each participant were annotated on separate tiers 
(TurnUnit_A, TurnUnit_B and TurnUnit_C). If 
there were any other vocalisations by anyone that 
isn’t one of the participants, it is annotated on a 
separate tier (TurnUnit_Other). 

On the second level of annotation, the FOCUS tier 
tracks entities currently under discussion in the 
conversation. This can be seen as a linear, 
incremental, and simplified version of the 
‘questions under discussion’ concept (Ginzburg, 
2001; Larsson, 2002). The FOCUS tier has three 
child tiers (ITEMS, RANK and 
SPEAKER).  Parent and child tiers are linked in 
such a way that some changes made on a parent 
tier will also affect its child tires (child tiers are 
shown with the same color, see Figure1). 

 

Figure 1:  Screenshot of the annotation in ELAN. 

Survival tasks only allow for two types of task 
internal entities to focus on: the ITEMS on the list, 
the RANK on which each item belongs. Task 
externally, we are also interested in which 
SPEAKER is behind an utterance. Anything else 

is either not immediately related to the task, or an 
attribution, argument, etc. that is associated with 
one or more of these three entities. In our model, 
each time an item or a rank is mentioned, the 
entity becomes the focus of its kind. The ITEMS 
tier Shows which item from the list is under 
discussion (the items are different in different 
tasks). Focus item changes are defined by a 
simplistic rule: any mention of an item sets that 
item in focus. In other words, the mention of a list 
item sets the item focus to that item. In a similar 
manner to items, the RANKS tier shows which 
position on the list is considered. In the NASA 
moon survival and the Desert survival task there 
are 15 items while in the Boys scout survival task 
there are only 10 items to rank. And finally, the 
SPEAKER tier shows which speaker made the 
contribution (is talking). 

Furthermore, using controlled vocabulary (CV) in 
ELAN, we annotate focus-changes as one of 
proposal, question, decision or decision-
repeat. When a certain linguistic type with a 
limited number of annotation values is frequently 
used it might be a good idea to associate it with a 
CV. Such a CV consists of a number of predefined 
values that a user can choose from when editing 
an annotation, in order to make the task of the 
annotators less error-prone. 

• A proposal leaves both Item and Rank 
set. For example, a participant says: “I 
think map (Item) should be in position 2 
(Rank)” or responds “In the second 
position” to the question “Where should 
we place the map?”.  

• A question sets one of Rank or Item and 
in effect vacates the other: “what do you 
think should go first” (sets Rank to 1 and 
Item empty) or “Where do you think map 
should be placed?” (sets Item to map and 
Rank to empty).  

• A decision marks the point where the 
group announces the final consensus on 
an item and its rank:” Okay, we put map 
on fifth position”.  

• A decision-repeat marks the instances 
where a ranking is repeated during the 
conversation after the decision is made. 

Note that in this version of the annotation, we do 
not annotate grounding and repetitions before the 
decision at all. The only time we include 
repetitions (of an already focused Item or Rank, 
or of a proposed mapping between the two), is 
when it is a repetition of a decision already made 
(see decision-repeat above). Other repetitions are 
simply left unannotated. 

LAUGHTER/SMILE are annotated on separate 
tiers for each speaker when it is audible or visible 
(Laughter/Smile_A, Laughter/Smile_B and 
Laughter/Smile_C). The start of the laughter or 
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smile is marked as the starting point of the 
annotation segment, and its end is the end of the 
segment. Laughter is distinguished from smile by 
a simple token: the former produces an audible 
sound while the latter does not. 

BREATHING (In_breath and out_breath) were 
also marked on separate tiers (Breathing_A, 
Breathing_B and Breathing_C) for each speaker 
and are annotated only when it’s audible. The 
starting point of the annotated segment is when 
the breathing begins, and it ends when the 
breathing ends. 

Acoustic SILENCE (SIL) was defined as a 
segment in which no participant vocalizes, flanked 
by segments in which some participant vocalizes. 
Silences were not annotated explicitly but found 
by extracting segments with no TurnUnits. 

Although annotators were instructed to produce 
adjacent TurnUnits when no silence could be 
heard, there were a few mistakes of this sort in the 
original annotations. In a semi-automatic post-
processing step, we removed any within-speaker 
silences of less than 500 ms (which is the 
minimum duration of gaps to be annotated 
according to the annotation scheme). A total of 
4% of the automatically extracted silences were 
removed by this process. 

In addition, we removed any between-speaker 
silences of 50 ms or less. The reasoning here is 
that these acoustic silences are not perceivable 
as silences, or gaps, in the terminology of Sacks 
et al (Sacks et al., 1974). On average, the group 
decision threshold for perceivable acoustic 
silence between speakers is considerably longer 
- 120 ms, but as some listeners perceive gaps 
robustly at as little as 58 ms of acoustic silence, 
we opted for a conservative threshold of 50 ms 
(Heldner, 2011). Whenever a silence was 
removed, the adjacent TurnUnits were corrected 
so that they become adjacent to each other, by 
growing the larger of the TurnUnits. Removing all 
between-speaker silences below the group 
decision threshold of ~120 ms, another 4 % of the 
between-speaker silences were removed. 

Finally, a new entity was added: the Unbroken 
Speech Sequences (USS). This is a continuous 
sequence during which at least one participant 
vocalises at each moment, flanked by silence on 
both sides. Large proportions of overlap, high 
intensity, and long TurnUnits all contribute to long 
USSs, whereas large numbers of pauses, short 
utterances and general inactivity contribute to low 
USS durations.  

3.3 General Statistical Observation 

In total, the corpus consists of 6 hours and 20 
minutes. The average total active meeting time in 
a session ranged from 21 to 46 minutes with an 
average and median of 38 and 39 minutes, 
respectively. The average single meeting duration 

ranged from five to 20 minutes with both average 
and median at 13 minutes. 

In terms of TurnUnits, the corpus contains a total 
of 8149 TurnUnits. The number of TurnUnits 
produced by a group (in one session) ranged from 
587 to 1120 with an average of 815 and a median 
of 816 TurnUnits. The number of TurnUnits in a 
single meeting ranged from 117 to 411 with an 
average of 272 and a median of 277 per meeting. 

The total number of unbroken speech sequences 
(USS) is 5293, with a range from 328 to 689 in a 
single session, an average of 530 and a median 
of 567. That means that a typical USS contained 
1.5 TurnUnits (average and median), with a 
highest session TurnUnits/USS at 2.7 and a 
lowest of 1.3 (note that the floor is 1, here, as each 
USS holds at least one TurnUnit). The number of 
USSs in a single meeting ranged from 79 to 270, 
with an average of 176 and a median of 180. A 
USS contains on average 1.6 TurnUnits, while the 
corresponding median was 1.7, with a lowest 
observation of 1.1 and a highest of 4.1 
TurnUnits/USS. 

The median TurnUnit duration in the entire corpus 
was 1.5 s, and the median silence 0.7 s. Medians 
within sessions range from 1.1 to 2 s for TurnUnits 
and from 0.6 to 1 s for silences. 

4. Summary & Future Work 

We have presented the MEET meeting corpus 
and its annotation scheme. Ten three-person 
groups were recorded, each in a single session 
consisting of three separate meetings, each with 
a different task and condition, for a total of 30 
meetings. 

This corpus was constructed with the aim of 
systematically describing, analysing and 
modelling interaction patterns during different 
types of meetings plus evaluating the outcome of 
these different meeting setups. We wanted to 
know in which setting the participants were more 
cooperative and had the highest influence on the 
group consensus. 

Although the current legislation does not permit us 
to share the corpus recordings, we plan to release 
the interaction models together with a detailed 
description of how they were derived. As for future 
work, we will release tools that facilitate work with 
and analysis of the kind of interaction model we 
have created. We will also include more of the 
annotation, for example filled pause annotation 
(any spoken sound or word used to fill gaps in 
speech) in the model. Currently, these are 
manually segmented for all the meetings in the 
corpus, but not included since they have not been 
validated. We also plan to have the corpus 
transcribed. Currently a section of it is transcribed 
using whisper ASR. It is however unclear how 
much of the transcriptions can be shared freely.
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