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Abstract

We present a multi-task learning approach to
predicting semantic plausibility by leveraging
50+ adapters categorized into 17 tasks within
an efficient training framework. Across four
plausibility datasets in English of varying size
and linguistic constructions, we compare how
models provided with knowledge from a range
of NLP tasks perform in contrast to models
without external information. Our results show
that plausibility prediction benefits from com-
plementary knowledge (e.g., provided by syn-
tactic tasks) are significant but non-substantial,
while performance may be hurt when injecting
knowledge from an unsuitable task. Similarly
important, we find that knowledge transfer may
be hindered by class imbalance, and demon-
strate the positive yet minor effect of balancing
training data, even at the expense of size.

1 Introduction

The ability to distinguish between plausible and im-
plausible events represents a crucial building block
for natural language processing (NLP). While exist-
ing models include classical transformer-based ap-
proaches (Porada et al., 2019; Emami et al., 2021),
researchers also devise world-knowledge features
(Wang et al., 2018), and examine lexical abstraction
chains (Porada et al., 2021) in order to integrate
relevant but yet missing information. In contrast,
our work tackles the prediction of plausibility from
a novel perspective, by testing whether knowledge
from different tasks may be used to fill knowledge
gaps and to improve plausibility models in low- to
mid-size resource scenarios. Leveraging adapters
(Pfeiffer et al., 2020a, 2021; Poth et al., 2023) as an
efficient multi-task learning framework, we train
53 task adapters categorized into 17 tasks ranging
from syntactic problems such as parsing to lexi-
cal semantics tasks such as abstractness prediction
as well as sentence- and discourse-level seman-
tics problems such as question answering. Across

four plausibility datasets in English of varying size
and linguistic constructions, we compare how mod-
els perform without external information (single-
task adapters) in contrast to models provided with
knowledge from other tasks (multi-task learning
with adapter-fusion). In particular, the main goal
of this paper is not to improve state-of-the-art re-
sults for each dataset but to explore whether task
transfer through adapter-fusions works better than
single-task adapters. More specifically, we are in-
terested in the relationships between the source
tasks (e.g., abstractness prediction or parsing) and
the target task (plausibility prediction), and inves-
tigate which kind of knowledge is potentially rel-
evant but yet missing for successfully predicting
whether a given event is plausible or implausible.
We first train single-task adapters for plausibility
using each datasets’ training data, and then explore
the impact of additional within-task data regarding
class balance as a potential factor. This is relevant
insofar as language models (LMs) are commonly
pretrained on mainly plausible training data and
should thus be expected to perform better for plau-
sible than implausible data. In a second step, we
train and evaluate a range of adapter fusion models.

Our results indicate that (i) depending on the
dataset, single-task adapter models can represent a
viable alternative to full fine-tuning, (ii) knowledge
from different tasks does not substantially improve
and even hurt performance, depending on task,
dataset, and training data setting, and (iii) adding in-
domain data and removing class imbalance sustains
plausibility prediction across datasets. Analyzing
task categories reveals minimum negative impact
from syntactic tasks, followed by discourse-level
and lexical semantics tasks. We thus conclude that
given the prerequisite of class balance, knowledge
transfer through adapter fusion does not lead to sub-
stantial improvements for plausibility prediction
when leveraging complementary tasks and might
be even hurt in case of more closely related tasks.
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2 Background and Related Work

Modeling Semantic Plausibility While classi-
cal distributional models tend to model selectional
preferences rather than semantic plausibility (Erk
et al., 2010), there has been a line of advances
to model plausibility (Wang et al., 2018; Porada
et al., 2019; Pyatkin et al., 2021; Tang et al., 2023),
including approaches to inject or induce knowl-
edge at various levels.! For example, Wang et al.
(2018) enhance a neural classifier to make use of
manually annotated world-knowledge features of
subjects and objects in (im)plausible events, and
substantially increase performance. Porada et al.
(2021) explore a transformer-based approach and
show that providing abstractions over subjects and
objects in form of lexical hierarchies is not suffi-
cient to boost performance over a vanilla ROBERTa
model. Emami et al. (2021) explore the effect of
adjectival modifiers on event plausibility with trans-
formers, and demonstrate that neither the adjective
itself nor taxonomic classes help in correctly de-
termining plausibility. More recently, Bang et al.
(2023) consider a larger model and report results on
physical semantic plausibility using ChatGPT with
a prompting approach on a PEP-3K (Wang et al.,
2018) sample. However, the strength of the pre-
sented findings is limited by their focus on only 30
of the available 3,062 s-v-o events (< 1%). Provid-
ing insights from a slightly different perspective,
Liu et al. (2023) devise a model to estimate the
plausibility of commonsense statements with the
goal of verification. Leveraging commonsense QA
datasets and knowledge bases to substantially scale
up training data and experimenting with different
training objectives, they show that more data and a
larger model (T5-xxL) significantly improve perfor-
mance on commonsense verification.

In our work, we address the challenge of mod-
elling plausibility from a novel angle, and test
whether leveraging knowledge from other tasks im-
proves plausibility prediction with a standard-sized
transformer model through providing information
from closely related vs. vastly different tasks, thus
exploring which knowledge gaps need to be filled.

Multi-Task Learning with Adapters Adapters
(Houlsby et al., 2019) have been introduced as a
parameter-efficient fine-tuning approach? for trans-

"For a brief discussion wrt. the distinction between selec-
tional preference and semantic plausibility, we refer to App. A.

For an overview of different adapter architectures, we
refer to Pfeiffer et al. (2024).

formers (Vaswani et al., 2017) with comparable
performance. They consist of sets of additional
task-specific parameters that are introduced at ev-
ery layer of a transformer and updated during fine-
tuning, while the remaining PLM parameters are
kept frozen. Since adapters can be used in a mod-
ular fashion, they are particularly well-suited for
multi-task and cross-lingual transfer learning (He
et al., 2021; Pfeiffer et al., 2020b, 2021; Ansell
et al., 2021) as well as to inject external knowledge
sources to solve downstream tasks (Lauscher et al.,
2021; Falk and Lapesa, 2023).

We use Adapters (Pfeiffer et al., 2020a, 2021;
Poth et al., 2023) as our framework; it enables
both training task-specific adapters, i.e., knowledge
extraction, and combining the trained adapters in a
second step through knowledge composition in a
non-destructive way.

3 Datasets

We harness four English datasets for plausibility:
PEP-3K (Wang et al., 2018) consists of 3,062
subject-verb-object events in English that focus on
highly concrete concepts, e.g., lion-destroy-house.
Events have been judged plausible or implausible
by five crowd-sourced annotators.

20Q3 comprises a collection of 20 question-style
games played by crowd-sourced workers. One
player tries to guess a topic by asking questions
to the other player (who knows the topic) that lead
to a discrete answer. Possible answers are {al-
ways, usually, sometimes, rarely, never}. We use
the dataset version adapted for binary plausibility
classification by Porada et al. (2021).

ADEPT (Emami et al., 2021) encompasses
16,115 English sentence pairs differing only in an
adjective modifying a noun, e.g., { A horse goes
away <> A dead horse goes away}. The dataset
was collected for predicting changes in plausibil-
ity within a multi-class setting; the set of labels is
{impossible, less likely, equally likely, more likely,
necessarily true}. To train and evaluate on this
dataset, we map every sl from the sentence pairs
(s1, s2) to the label plausible. For sentences s2 we
map the labels impossible and less likely to implau-
sible, and the labels equally likely, more likely and
necessarily true to plausible.

ELLIE (Testa et al., 2023) is a small dataset com-
posed of 575 English elliptical constructions, i.e.,
the dataset was constructed to evaluate the effect of

3https: //github.com/allenai/twentyquestions
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argument thematic fit when resolving ellipses. In-
stances are labeled typical, atypical, or violating se-
lectional preference regarding agents and patients.
We map the labels typical and atypical to plausible,
and instances violating selectional preference to
implausible. While we add ELLie data for training,
our main use of the dataset is for in-domain evalua-
tion, to assess generalization to complex linguistic
constructions.

For an overview of dataset statistics, training set-
ting sizes, dataset splits, and details regarding the
conversion of selectional preference datasets such
as ELLIE for plausibility modeling, we refer to
App. B.

4 Models

Single-Task Adapters To establish baseline per-
formance for predicting plausibility without knowl-
edge from additional tasks, we train single-task
(ST) adapters.* To further explore the influence
of adding within-task knowledge and class imbal-
ance, we experiment with training (i) on the train
portion of each target dataset (TrRaIN); (ii) on all
full datasets except for the target dataset, and eval-
uate on the rarget datasets’ dev and test, with and
without removing class imbalance (w/o TRAIN, W/0
TRAIN+B); (iii) on all datasets, including train of the
target dataset, and evaluate on farget datasets’ dev
and test, with and without removing class imbal-
ance (W/ TRAIN, W/ TRAIN+B). To compare results
to previous work, we test models trained on the
respective other datasets (W/0 TRAIN, W/O TRAIN+B)
and evaluate on PEP-3K and 20Q dev and test set
splits as used by Porada et al. (2021).

We conduct an intermediate error analysis on
our ST adapter models, in order to understand how
training data choices influence model performance.
For this, we calculate error overlap at instance level
and compute Spearman’s p across training settings.
In case of substantial overlap between wrongly
predicted instances, we assume low influence of
training data. In the reverse case, we assume that
training data does make a difference. More details
and results are presented in App. C, Fig. 1 with
observations indicating that additional training data
leads to different types of errors and may thus add
relevant knowledge. Furthermore, removing class
imbalance alters sets of errors significantly, in case
of a previously imbalanced dataset.

*https://github.com/AnneroseEichel/
adapters-for-pp

Adapter Fusion We make use of 53 source-
task adapters trained on 17 tasks categorized into
syntactic, lexical-semantic, and sentence/discourse
level (for an overview see Table 5 in App. C).
Whenever available, we harness existing adapter
implementations via adapterhub or huggingface. We
train two task adapters, with different motivations:
(i) we predict a selectionally preferred argument
using the SP-10K dataset (Zhang et al., 2019), be-
cause we are interested in the impact of adapters
trained on the closely related task of selectional
preference prediction; and (ii) we predict a word’s
abstractness score using a modified version of the
concreteness norms by Brysbaert et al. (2014), be-
cause event abstractness vs. concreteness is poten-
tially correlated with semantic plausibility (Eichel
and Schulte im Walde, 2023).

To incorporate knowledge from other tasks, we
train task-based adapter fusions using all task
adapters belonging to a task, plus a task adapter for
plausibility prediction.

Experimental Setup We use RoBERTa (Liu
et al.,, 2019) (roberta-base) as the backbone
transformer for all models. We train ST adapters
for our target task of predicting whether a text input
is plausible or not by using a task-specific predic-
tion head, thus following the training setup recom-
mended by Poth et al. (2023). We pick the best
model based on development set results optimizing
for macro F1. To train adapter fusions, we use the
three best-performing target task adapters based on
ST performance. We consider three training data
settings to explore knowledge transfer (i) in low-
resource settings and high class imbalance (TRAIN),
(i1) in cases where no train portion might be avail-
able or included (w/o TRAIN), and (iii) for balanced
datasets (w/ TRAIN+B). Our hypothesis is that train-
ing with small and imbalanced datasets may partic-
ularly benefit from knowledge transfer. The train-
ing setup mirrors the single-task setup, except for
using a smaller learning rate and a larger batch size
as in Poth et al. (2023), with models optimized for
macro F1. For more details, we refer to App. D.

5 Results

In the following, we present our results comparing
fusion-based against single-task adapter models for
the target task of assessing plausibility. We use the
Almost Stochastic Order (ASO) test (Del Barrio
et al., 2018; Dror et al., 2019) as implemented by
Ulmer et al. (2022) to assess which training and
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PEP-3K 20Q ADEPT
BL/tasks train w/o w/ train w/o w/ train w/o w/
train train+b train train+b train train+b
ST 0.80 0.69 0.82 0.76 0.66 0.76 0.76 0.57 0.82
(Morpho-)Syntactic
chunk 0.80 0.68 0.82 0.76 0.62 0.77 0.72 0.55 0.83
dep 0.79 0.67 0.81 0.77 0.62 0.77 0.74 0.55 0.83
ged 0.81 0.68 0.82 0.76 0.63 0.78 0.71 0.54 0.83
la 0.80 0.68 0.82 0.76 0.62 0.77 0.72 0.54 0.83
ner 0.81 0.68 0.82 0.76 0.62 0.77 0.71 0.55 0.83
parse 0.80 0.67 0.82 0.76 0.63 0.77 0.72 0.54 0.83
tag 0.79 0.67 0.81 0.76 0.63 0.77 0.71 0.56 0.83
Lexical Semantics
abstr 0.79 0.68 0.81 0.77 0.62 0.77 0.75 0.55 0.83
emo 0.80 0.68 0.82 0.76 0.63 0.77 0.71 0.55 0.83
senti 0.80 0.68 0.82 0.76 0.62 0.77 0.73 0.55 0.83
sp 0.80 0.68 0.81 0.77 0.63 0.76 0.71 0.55 0.83
Sentence/Discourse-level Semantics
arg 0.80 0.67 0.82 0.76 0.62 0.77 0.72 0.54 0.83
csr 0.78 0.67 0.82 0.76 0.63 0.77 0.71 0.56 0.83
mrc 0.79 0.68 0.83 0.76 0.62 0.78 0.72 0.54 0.83
nli 0.81 0.66 0.81 0.75 0.62 0.77 0.70 0.55 0.83
qa 0.78 0.68 0.82 0.75 0.64 0.77 0.71 0.55 0.83
sts 0.80 0.68 0.81 0.76 0.63 0.77 0.72 0.56 0.83

Table 1: Performance of fusion models across datasets and training data settings, with test set performance reported
using AUC averaged over three runs (see Table 4 for an overview including standard deviation). Performance is
compared to the best-performing ST adapter models (cf. Table 2 for all ST adapter results). Orange and teal coloring
refer to a decrease and increase in results, respectively, while gray coloring denotes similar performance. Values in
bold denote Almost Stochastic Dominance over other models in the same column (€, < 7 with 7 = 0.5). While
changes in performance are statistically significant, the absolute magnitude of performance increase and decrease

remains within maximum +2% and -6%.

task setups are most successful at a statistically sig-
nificant level. That is, we compare corresponding
pairs of models based on three random seeds (5,
17, 42), each using ASO with a confidence level
of a = 0.05, before adjusting for all pair-wise
comparisons using the Bonferroni correction.

Does knowledge transfer through adapter fu-
sion improve models of plausibility? Table 1
presents our main results, comparing the multi-
tude of fusion models against the best-performing
single-task adapters. We observe a range of interest-
ing insights: (i) Knowledge transfer does not lead
to substantial performance gains in low-resource
scenarios (PEP-3K, 20Q, train) across tasks from
all categories. (ii) When training on other than
the original training data, adding knowledge from
different tasks either hurts in most cases (20Q,
ADEPT, w/o train), or yields comparable results
(PEP-3K), but does not explicitly help. (iii) When
making use of as much balanced-out training data

as possible, including representations from a dif-
ferent task either sustains (20Q, ADEPT plausi-
bility prediction performance, train+b) or at least
does not hurt the performance (PEP-3K). Regard-
ing task categories, our study reveals minimum
negative impact from syntactic tasks, closely fol-
lowed by discourse-level tasks and (but with a
larger margin) lexical-semantics tasks. We con-
clude that given the prerequisite of class bal-
ance, plausibility prediction can be sustained
but not substantially improved through comple-
mentary knowledge transfer in adapter fusion,
while more closely related tasks seem to rather hurt
performance.

Does adding in-domain data improve mod-
els of plausibility? Table 2 looks into variants of
our baseline single-task adapters with and with-
out adding in-domain data. When training and
evaluating on 20Q and ADEPT TrAIN, learning
a combined representation including in-domain
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Train Data PEP-3K 20Q ADEPT PEP-3K-C 20Q-C ELLIE
train 0.8010-02 0.7610-01 0.7610-01 - - -
w/o train 0.69%0-03 0.66%0-01 0.57%0-:02 0.68%0-00 0.65%0-00 0.50%09-00
w/o train+b 0.62%0-03 0.64%0-02 0.55%0-01 0.64%0-01 0.6210-01 0.50%0-01
w/ train 0.8310-01 0.7610-01 0.7410-02 - - -
w/ train+b 0.82%0-01 0.76%0-01 0.82%0-01 - - -

Table 2: Target task adapter performance comparison across datasets and train data settings. PEP-3K-C and 20Q-C
refer to dev and test splits as devised by Porada et al. (2019), cf App. B for further details. We report test set
performance using AUC, averaged over 3 runs, with standard deviation. Using Almost Stochastic Order (ASO)
testing, we determine almost stochastic dominant models (€pin < 7 with 7 = 0.2), marked in bold.

datasets yields competitive results and seems to
help with both small (PEP-3K) and larger datasets
(ADEPT). In comparison to previous work (Po-
rada et al., 2021) performing full fine-tuning on
an automatically extracted 3M train set, our single-
task adapters are acceptable for 20Q (Porada et al.
(2021): 0.74, ours: 0.65). For PEP-3K, the single-
task adapters are outperformed by full fine-tuning
on only in-domain data using BERT-large (Porada
et al., 2019), while reaching performance com-
parable to full fine-tuning on RoBERTa-base with
an automatically extracted 3M train set and en-
forced lexical abstraction consistency (Porada et al.,
2021) (Porada et al. (2019): 0.89 accuracy, Po-
rada et al. (2021): 0.67 AUC, ours: 0.68 AUC).
Thus, based on our study settings, we conclude that
low-resource plausibility prediction is likely to
benefit from more data disregarding any class
imbalance, which, however, decreases with grow-
ing dataset size.

6 Limitations and Future Directions

Events based on s-v-o events or comparably sim-
ple constructions have been successfully leveraged
for exploring selection preference and thematic fit
tasks (Erk et al., 2010; Zhang et al., 2019; Pedinotti
et al., 2021). Howeyver, the addition of context
could potentially resolve potential ambiguities in
the s-v-o triples and thus improve plausibility pre-
diction. Furthermore, while we train and evaluate
our models on datasets such as ADEPT coming
with sentence-level contexts, high class imbalance
leads to a relatively small proportion of implau-
sible sentences which are particularly relevant as
LMs are usually pretrained on mostly plausible
data and expected to inherently perform better for
plausible expressions. We hope future research ex-
tends this work by collecting plausibility ratings for
more complex constructions within broader con-
texts. Here, Liu et al. (2023) and Tang et al. (2023)

present interesting work exploring the generation
of implausible and less plausible but relevant out-
puts to complement their dataset with the goal of
increasing model performance and assist humans
in well-balanced decision-making, respectively.

Further, experiments with a wider variety of
(larger) models represent a relevant future task to
explore whether the presented negative results are
specific to the used underlying transformer back-
bone or prevalent across model sizes and families.

Finally, in this work, we follow previous re-
search (Wang et al., 2018; Porada et al., 2019, 2021)
regarding the formulation of plausibility prediction
as a binary classification task to discern plausible
from implausible events. Plausibility can, however,
also be captured in a graded way using more fine-
grained labels that allow for graded classification
such as the label set {impossible, less likely, equally
likely, more likely, necessarily true} adopted by
Emami et al. (2021) for modeling change in se-
mantic plausibility between two sentences. We
thus encourage further research on modeling plau-
sibility from a graded perspective to capture the
phenomenon at a more fine-grained level.

7 Conclusion

We tackled the task of discerning plausible from
implausible events by adopting a multi-task learn-
ing perspective and exploring whether knowledge
transfer from different tasks improves performance
and reveals insights about relevant knowledge. Us-
ing 53 adapters categorized into 17 tasks, we found
that complementary knowledge sustains but not
substantially improves performance, while choos-
ing a "wrong" task might seriously hurt the results.
We further demonstrated that knowledge transfer
may be hindered by class imbalance, and that bal-
ancing training data shows a significant positive yet
non-substantial effect, even at the expense of size.
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Ethics Statement

While humans excel at assessing plausibility, they
might naturally disagree regarding the plausibility
of an event such as law-prohibit-discrimination. In
the course of the last decade, a growing line of re-
search argues for the preservation and integration
of disagreement in dataset construction, modelling,
and evaluation (Aroyo and Welty, 2015; Pavlick
and Kwiatkowski, 2019; Basile et al., 2021; Forna-
ciari et al., 2021; Uma et al., 2021). Automatically
modeling plausibility thus bears the danger that
what is considered plausible by a model will be
closely related to what is represented as highly plau-
sible in the existing datasets which do not capture
disagreement in plausibility ratings. This might dis-
advantage certain assessments regarding the plau-
sibility of an event or sentence that are so far un-
derrepresented in the data. We therefore argue
for the necessity to investigate how the presented
or newly applied models process and handle data
with potentially underrepresented perspectives on
the plausibility of a given expression and to create
more diverse plausibility datasets
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A Selectional Preference and Semantic
Plausibility

In this work, we follow a clear distinction between
the notions of selectional preference and (semantic)
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plausibility established by previous work (Wang
et al., 2018; Porada et al., 2019, 2021; Eichel and
Schulte im Walde, 2023).

Selectional preference (or thematic fit) is con-
cerned with the semantic preference of a predicate
for taking an argument (Resnik, 1993; Erk et al.,
2010), e.g., the relative preference of the verb pour
for the noun water as its nominal object. Label
sets commonly consist of the labels {typical, atyp-
ical} which are often interpreted as plausible and
implausible as well as an additional label selec-
tional preference violation for constructions violat-
ing the notion of selectional preference. Proposed
approaches to modeling selection preference at the
level of events and sentences include corpus-based
methods (Padé et al., 2006; Erk et al., 2010), un-
supervised vector-based approaches (Baroni and
Lenci, 2010; Greenberg et al., 2015a,b; Sayeed
et al., 2016; Chersoni et al., 2016; Santus et al.,
2017; Chersoni et al., 2020), supervised neural net-
works (Tilk et al., 2016; Zhang et al., 2019; Marton
and Sayeed, 2022), as well as transformer-based
approaches (Metheniti et al., 2020; Pedinotti et al.,
2021; Testa et al., 2023; Kauf et al., 2023, 2024).

In contrast to selectional preference, evaluations
of semantic plausibility emphasizes the importance
of treating what is atypical but still plausible as an
instance of what might be actually plausible though
not highly frequent or potentially novel. Hence,
modeling approaches not only focus on correctly
modeling what is typical as plausible but seek to
also capture what is atypical yet still plausible as
plausible (Wang et al., 2018; Porada et al., 2021).
This also seems to be in line with human percep-
tion of plausibility which tends to place atypical
yet plausible events on the side of plausibility as op-
posed to categorizing what is less frequent as atyp-
ical, and thus implausible (Eichel and Schulte im
Walde, 2023).

B Dataset Test Sets and Splits

PEP-3K Wang et al. (2018) only provide a split
into plausible and implausible events, while we
split the data into balanced train, dev, and test sets.
To compare to additional previous work, we em-
ploy a 50% dev and 50% test split by Porada et al.
(2019) whenever possible (PEP-3K-C).

20Q° In our work, we use a dataset version adapted
for binary plausibility classification by Porada et al.
(2021). In addition to the provided 50% dev and

5https://github.com/allenai/twentyquestions

50% test splits, we split the data into train, dev, and
test sets (20Q-C).

ADEPT The adapted ADEPT dataset consists of
32,230 individual sentences which we keep in the
original (now double-sized) train, dev, and test set
splits.

ELLIE While ELLIE was introduced to capture
“[...] the effect of argument thematic fit in solv-
ing ellipsis and reconstructing the missing element”
(Testa et al., 2023), our re-mapping of the labels
typical and atypical to plausible, and instances vi-
olating selectional preference to implausible does
not eliminate but rather highlight the distinction
between selectional preference and semantic plau-
sibility outlined in App. A. More specifically, the
conversion introduces a different label set and a
change in label distribution to allow the usage of
the data to capture semantic plausibility.

Table 3 shows an overview of dataset sizes as
well as training and test data statistics.

Concerning licenses of the used datasets, we
note that Wang et al. (2018) do not provide a spe-
cific license for PEP-3K.® 20Q is licensed un-
der the Apache-2.0 license.” The ADEPT dataset
(Emami et al., 2021) is distributed under the CC
BY-SA 3.0 license and includes data from work
licensed under the Creative Commons Attribution-
ShareAlike license CC BY-SA 4.0. ADEPT is
accompanied by a dataset sheet. Testa et al. (2023)
do not provide a specific license for the ELLIE
dataset.® As far as we know, our use of the listed
datasets is consistent with their intended use. Based
on the accompanying publications, dataset descrip-
tions, and data sheets no data was identified that
violates anonymisation.

C Intermediate Error Analysis Results

We perform an error analysis to further understand
how training data choices influence model perfor-
mance. In case of substantial overlap between
wrongly predicted instances, we assume low in-
fluence of training data. If the reverse is observed,
training data makes a difference. For this, we re-
trieve all incorrectly predicted instances from the
test predictions using the best-performing seed for
each dataset. We calculate error overlap at instance

6https://github.com/suwangcompling/
Modeling-Semantic-Plausibility-NAACL18

Tef. https://github.com/allenai/twentyquestions

8https://github.com/Caput97/ELLie-ellipsis_
and_thematic_fit_with_LMs/tree/main
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Setting PEP-3K 20Q ADEPT ELLIE
Training Data

TRAIN 2,459 4,076 25,784 -

W/O TRAIN 37,901 35,867 8,733 35,867

W/O TRAIN+B 13,504 11,476 8,394 11,476

W/ TRAIN 40,350 39,943 34,517 -

W/ TRAIN+B 15,953 15,552 14,926 -
Dev Data

DEV SET 306 510 3,222 -

(Porada et al., 2019) 1,531 2,548 - -
Test Data

TEST SET 307 510 3,224 575

(Porada et al., 2019) 1,531 2,548 - -

Table 3: Overview of dataset sizes where TRAIN denotes training on the train split of a specific dataset only, W/0
TRAIN refers to training on the full size of all but a specific dataset, and W/ TRAIN settings include the full size of all
but a specific dataset plus the train portion of a specific dataset. +B refers to a setting where class labels are balanced
out, using the maximum number of implausible labels and a randomly drawn sample from possible plausible labels.

level and compute Spearman’s p across training
settings. Results are presented in Fig. 1 with our
observations as follows: Firstly, training on all but
a given dataset’s train set vs. including a dataset’s
train set leads to a clearly distinct set of incorrectly
predicted instances, with stronger correlations ob-
served for ADEPT than for PEP-3K and 20Q.
Secondly, removing class imbalance alters error
sets more strongly for ADEPT (p = 0.3) than for
PEP-3K and 20Q (p = 0.6) where datasets are
already balanced out. This might also be the rea-
son for the outlier observed for the high overlap
between ADEPT’s w/o TRAIN and W/0 TRAIN+B.

D Experimental Details

As a RoBERTa model, we use the roberta-base
implementation from huggingface (Wolf et al.,
2020) that comes with 125M parameters. We
leverage Adapters (Poth et al., 2023) as multi-
task learning framework. Existing task adapters
are harnessed through adapterhub.ml/ and listed
in Table 5, with paths to the source. We use
scikit-learn (Pedregosa et al., 2011) to calcu-
late metrics. For all experiments, including obtain-
ing predictions from the various models, we use a
single NVIDIA RTX A600 GPU.

E Single-Task Adapter Results Details

We show results comparing single-task adapters
for the target task of assessing plausibility in Ta-
ble 2. Table 4 presents the results comparing single
task source and target adapters with fusion-based

models. For both single-task and adapter-fusion
results we report mean and standard deviation of
AUC score, averaged over three runs. Single-task
adapters reach good results when tested on a given
dataset’s own test set. When evaluated on data
that has not been seen in the test set, we observe
comparable and acceptable performance for similar
linguistic constructions (PEP-3K-C and 20Q-C)
where models are trained on in-domain data (e.g.,
PEP-3K, ADEPT, ELLIE) and evaluated on 20Q-
C dev and test sets. However, when evaluating on
ELLIE which consists of more complex linguis-
tic constructions, performance drops to random
chance, indicating that the model cannot make use
of information learned during training.
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Figure 1: Analysis of error overlap across training settings at instance level where Spearman’s p = 1 and p = —1
indicate perfect and no overlap, respectively.

PEP-3K 20Q ADEPT
tasks train w/o train w/ train+b train w/o train w/ train+b train w/o train w/ train+b
ST 080 +0-02 g9 £0.03 gy £0.01 76 £0.01 (g6 £0.01 76 £0.01 76 £0.01 57 £0.02 gy £0.01

(Morpho-)Syntactic

chunk 080 £0-01 g £0-00 gy £0.01 76 £0.01  gg £0.01  Fogz7 £0.02 g7y £0.02  gs5 £0.02 g3 +0.00
dep 079 £0-02 g7 £0.00 g £0.02  fgg7 £0.02 g6 £0.01 g7 £0.01 74 £0.03 55 £0.00  Tgg3 +0.00
ged 081 T0-01 g8 £0.02 gy £0.01 g7 £0.01 g3 £0.01  ggzg £0.01 g7 £0.03 54 £0.01  Tgg3 +0.00
la 080 T0-01  ggg £0-01 gy £0.01 g7 £0.02 gy £0.01  [gg7 £0.00 75 £0.04  g54 £0.01  Tggz +0.00
ner 081 £0-01 gy £0-01 gy £0.00 75 £0.01 gy £0.00 g7z £0.01  g7p £0.03 55 £0.02  gg3 £0.01
parse 0.80 £0-01  ge7 £0-01 gy £0.00 75 £0.01 g3 £0.01 g7z £0-01 g7y £0.02 54 £0.01  ‘gg3 +£0.00
tag 079 £0-01 g7 £0.02 g £0.00 (75 £0.02 (g3 £0.00  gg7 £0.00  gg7p £0.00 56 £0.01  gg3 +£0.00
Lexical Semantics

abstr 079 £0-02 68 £0-01 g £0.01  fgg7 £0.02 g6y £0.01  Fgz7 £0.01 75 £0.05 (55 £0.01  Tgg3 +0.00
emo 080 £0-01  ggg £0-01 gy £0.00 g7 £0.01 g3 £0.01 g7 £0.02 77 £0.03  g55 £0.01  Fgg3 +0.00
senti 080 £0-02  ggg £0-01 gy £0.01 76 £0.02 gy £0.01 g7 £0.00 73 £0.03 55 £0.02 g3 +0.01
p 080 £0-02 gy £0.00 g £0.01  Fggz7 £0.01 g3 £0.01 76 £0.01 73 £0.01 55 £0.01  Fgg3 +£0.00
S +Discourse-level

arg 080 £0-01  gg7 £0.01 gy £0.01 76 £0.01 g6y £0.01  [gg7 £0.01 73 £0.03 54 £0.01  Fpg3 +£0.00
ost 078 £0-03 g7 £0.00 gy £0.01 76 £0.02 g3 £0.00 g7 £0.01 71 £0.03 56 £0.01  Tgg3 +0.01
mre 079 £0-01 ey £0-02  [gg3 £0.00 76 £0.01 g6y £0.01  [ggg £0.01 73 £0.02 54 £0.01  gg3 £0.01
nli 081 T0-01  gg £0-01 g £0.01 75 £0.01 gy £0.02  [gg7 £0.01  ggg £0.02 55 £0.01  ‘ggz +0.01
qa 078 £0-02 geg £0-02 gy £0.01 75 £0.03 g £0.01  [gg7 £0.00 g7y £0.03 (55 £0.01  [gg3 £0.01
sts 0.80 £0-02 ey £0.02 g £0.01 (75 £0.01 g3 £0.01 g7 £0.01 g7y £0.04 56 £0.01  gg3 +£0.00

Table 4: Fusion model performance across datasets and training data settings with test set performance reported
using AUC, averaged over 3 runs, with standard deviation. Performance is compared to the best-performing ST
adapter models (cf. Table 2 for all ST adapter results). Orange and teal coloring refer to a decrease and increase in
absolute results, respectively, while gray coloring denotes similar performance. Using ASO testing, we determine
almost stochastic dominant models (e, < 7 with 7 = 0.5), marked in bold. While changes in performance are
statistically significant, the absolute magnitude of performance increase and decrease remains within maximum
+2% and -6%.
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Task Abbr. Dataset Source Adapter Source
(Morpho-)Syntactic

Chunking chunk (Tjong Kim Sang and Buchholz, 2000) AH/r-b-pf-conll2000
Dependency Relation Class.  deprel ~ (Nivre et al., 2017) AH/r-b-pf-ud_deprel
Grammatical Error Detect. ged (Yannakoudakis et al., 2011) AH/r-b-pf-fce_error_detection
Linguistic Acceptability la (Warstadt et al., 2019) lingaccept/cola@ukp
Named Entity Recognition ner Link only’ AH/r-b-pf-mit_movie_trivia
Named Entity Recognition ner (Tjong Kim Sang and De Meulder, 2003)  AH/r-b-pf-conl12003
Named Entity Recognition ner (Derczynski et al., 2017) AH/r-b-pf-wnut_17

Parsing parse  (Nivre et al., 2017) AH/r-b-pf-ud_en_ewt
Tagging tag (Tjong Kim Sang and De Meulder, 2003)  AH/r-b-pf-conll2003_pos
Tagging tag (Nivre et al., 2017) AH/r-b-pf-ud_pos

Tagging tag (Abzianidze et al., 2017) AH/r-b-pf-pmb_sem_tagging
Lexical Semantics

Abstractness Prediction abstr (Brysbaert et al., 2014) See our code repo

Emotion Analysis emo (Chatterjee et al., 2019) AH/r-b-pf-emo

Sentiment Analysis senti (Maas et al., 2011) AH/r-b-pf-imdb

Sentiment Analysis senti (Pang and Lee, 2005) AH/r-b-pf-rotten_tomatoes
Sentiment Analysis senti (Socher et al., 2013) sentiment/sst-2 @ukp
Sentiment Analysis senti (Zhang et al., 2015) AH/r-b-pf-yelp_polarity
Selectional Preference Pred.  sp (Zhang et al., 2019) See our code repo

Sentence-/Discourse-level Semantics

Argument Mining
Commonsense Reasoning
Commonsense Reasoning
Commonsense Reasoning
Commonsense Reasoning
Commonsense Reasoning
Commonsense Reasoning
Commonsense Reasoning
Machine-Reading Compr.
Machine-Reading Compr.
Machine-Reading Compr.
Machine-Reading Compr.
Natural Lanaguge Inf.
Natural Lanaguge Inf.
Natural Lanaguge Inf.
Natural Lanaguge Inf.
Natural Lanaguge Inf.
Natural Lanaguge Inf.
Natural Lanaguge Inf.
Natural Lanaguge Inf.
Natural Lanaguge Inf.
Question Answering
Question Answering
Question Answering
Question Answering
Question Answering
Question Answering
Question Answering
Question Answering
Question Answering
Question Answering
Question Answering
Question Answering
Semantic Textual Similarity
Semantic Textual Similarity
Semantic Textual Similarity

arg
csr
csr
csr
csr
csr
csr
csr
mrc
mrc
mrc
mrc
nli
nli
nli
nli
nli
nli
nli
nli
nli
qa
qa
qa
qa
qa
qa
qa
qa
qa
qa
qa
qa
sts
sts
sts

(Stab et al., 2018)

(Sap et al., 2019)
(Bhagavatula et al., 2020)
(Gordon et al., 2012)
(Huang et al., 2019)
(Talmor et al., 2019)
(Zellers et al., 2019)
(Sakaguchi et al., 2021)
(Rogers et al., 2020)
(Khashabi et al., 2018)
(Lai et al., 2017)

(Zhang et al., 2018)
(Williams et al., 2018)
(Dagan et al., 2006)

(Nie et al., 2020)

(de Marneffe et al., 2019)
(Wang et al., 2019)

(Khot et al., 2018)
(Marelli et al., 2014)
(Bowman et al., 2015)
(Zellers et al., 2019)
(Dua et al., 2019)
(Rajpurkar et al., 2016)
(Rajpurkar et al., 2018)
(Clark et al., 2019)
(Abujabal et al., 2019)
(Talmor and Berant, 2018)
(Saha et al., 2018)

(Yang et al., 2018)
(Trischler et al., 2017)
(Tafjord et al., 2019)
(Dasigi et al., 2019)
(Welbl et al., 2018)
(Ceretal., 2017)

(Dolan and Brockett, 2005)
Link only'?

argument/ukpsent @ukp
comsense/siqa@ukp
AH/r-b-pf-art
AH/r-b-pf-copa
AH/r-b-pf-cosmos_qa
AH/r-b-pf-commonsense_qa
AH/r-b-uncased-pf-hellaswag
AH/r-b-pf-winogrande
AH/r-b-pf-quail
AH/r-b-pf-multirc
AH/r-b-pf-race
AH/r-b-pf-record
nli/multinli @ukp
nli/rte @ukp
AH/r-b-pf-anli_r3
nli/cb@ukp

nli/qnli @ukp
AH/r-b-pf-scitail
AH/r-b-pf-sick
AH/r-b-pf-snli
AH/r-b-pf-swag
AH/r-b-pf-drop
qa/squadl @ukp
qa/squad2 @ukp
AH/r-b-pf-boolq
AH/r-b-pf-comqa
AH/r-b-pf-cq
AH/r-b-pf-duorc_s
AH/r-b-pf-hotpotqa
AH/r-b-pf-newsqa
AH/r-b-pf-quartz
AH/r-b-pf-quoref
AH/r-b-pf-wikihop
sts/sts-b@ukp
AH/r-b-pf-mrpc
AH/r-b-pf-qqp

Table 5: Overview of tasks adapters. Categorization into tasks follows Adapterhub'! sorting where possible. Task
Abbr. refer to abbreviations as used in this paper. Dataset source denotes the dataset used to train an adapter
with a reference to a paper or, where no paper could be found, a link to a website with a description. Adapter
Source denotes the source where an existing adapter was harnessed from. For the sake of space, we abbreviate
AH/roberta-base with AH/r-b which should be correspondingly expanded when searching for a given adapter.
Please see https://github.com/AnneroseEichel/Adapters-for-PP for details on where to find our adapters.
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