Using Locally Learnt Word Representations for better Textual Anomaly
Detection

Alicia Breidenstein!? and Matthieu Labeau'

'LTCI, Télécom-Paris, Institut Polytechnique de Paris, France
2Caisse des Dépots et Consignations, Paris, France
{alicia.breidenstein, matthieu.labeau}@telecom-paris.fr

Abstract

The literature on general purpose textual
Anomaly Detection is quite sparse, as most
textual anomaly detection methods are imple-
mented as out of domain detection in the con-
text of pre-established classification tasks. No-
tably, in a field where pre-trained representa-
tions and models are of common use, the im-
pact of the pre-training data on a task that lacks
supervision has not been studied. In this pa-
per, we use the simple setting of k-classes out
anomaly detection and search for the best pair-
ing of representation and classifier. We show
that well-chosen embeddings allow a simple
anomaly detection baseline such as OC-SVM
to achieve similar results and even outperform
deep state-of-the-art models.

1 Introduction

Anomaly Detection (AD) consists in detecting ob-
servations that deviate from normality: what is
normal is defined by available data and assumed
to be bounded (Ruff et al., 2021), while anomalies
(which can be called outliers, or novelty depending
on the application) are outside this bound. The
most obvious hurdle with AD is that it is usually
not possible to characterize anomalies: models are
mostly not designed to target a specific type of out-
lier, and the assumptions made on data are rarely
stated. In this context, supervision usually comes
from normal data. However, most NLP models
employ pre-trained representations: the impact that
this kind of prior knowledge may have on AD is
difficult to appreciate, and overlooked.

A first attempt to characterize outliers in natural
language data was made by Arora et al. (2021),
classifying them as coming from either background
shifts (coming from a shift in domain) or semantic
shifts (coming from a shift in content), and bringing
insights on which detection method might better
work on each. Arora et al. (2021) showed that back-
ground shifts are well detected by language models,
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which are able to estimate the density of normal
data; there is furthermore an abundant literature on
adapting pre-trained language model to new normal
data (Ramponi and Plank, 2020).

We hence focus on semantic shifts, which are
shown to be well detected by calibration methods.
However, this assumes access to a classification
model trained on relevant categories; we however
prefer to not assume access to any labels, and adopt
a simple but convenient way of evaluating AD: re-
purposing classification datasets by declaring one
class to be normal and the others as anomalies, in
what is called k-classes-out. In this setting, exist-
ing approaches are fewer. Some are inspired by
topic modeling: they learn topic models optimized
to reconstruct normal data well, aiming to detect
anomalies by failing to accurately reconstruct them.
For example, CVDD (Ruff et al., 2019) learns a
limited number of topic-centroid vectors by apply-
ing attention upon pre-trained word-embeddings.
A second direction is to train deep self-supervised
models to recognize anomalies that are simulated,
for example through random perturbation of data,
as for DATE (Manolache et al., 2021). While both
these models were previously compared on com-
mon datasets, CVDD uses pre-trained representa-
tions and DATE is only trained on the data available
for the AD task.

In this paper, our goal is to investigate the impact
of the pre-training data on anomaly detection per-
formance in the k-classes-out setting; we exper-
iment with static and contextual representations,
off-the-shelf or obtained strictly on the AD training
data, on three datasets. Our results show that the
most simple configuration - a simple non-neural
classification model, when equipped with textual
representations obtained from the AD training data,
can beat state-of-the-art models on our AD task.
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2 Background

2.1 Preliminaries

Anomaly score: To classify a data pointz € X
as an anomaly, we compute an anomaly score s :
X — R indicating its degree of anomalousness
s(z) (Ruff et al., 2021); then, a threshold 0 is used
as cutoff. However, we will here use measures that
evaluate the performance of AD models using only
s and independently of the choice of 4.

Data: We consider a training set of documents
Dirain = {xi}l, for our task, which is part of
a larger dataset: Dypqin C D. A document z =
(w1, wa,...,w;) is a sequence of [ € N words
from a vocabulary V. We will use different vector
representations x of x depending on the method.

Pre-training word embeddings: In Ruff et al.
(2019), CVDD is tested with embeddings W €
R4V pre-trained with FastText and GloVe. How-
ever, those where trained on an external dataset,
which might be very different than Dy,4;,: hence,
we propose to experiment with representations pre-
trained on Dy,.;n, and D. We choose to use Fast-
Text, as the better performing static word repre-
sentation algorithm. However, to avoid training
prediction-based representations on datasets that
are too small, we also use a traditional alternative
in NLP, the PPMI(Church and Hanks, 1990) ma-
trix, which we reduce to the appropriate dimension
d using the SVD. As DATE is based on ELEC-
TRA (Clark et al., 2020), we also experiment with
representations obtained through its off-the-shelf
version, and through one pre-trained on D.

2.2 Anomaly Detection methods

We present in this section the necessary background
information about the two models we experiment
with, CVDD and DATE, as well as the chosen base-
line. We follow Ruff et al. (2019) and use OC-
SVM, a one-class classification-based AD model.

CVDD: CVDD scores a document by computing
an average anomaly score over r topics. It takes as
input word representations X = (W, )é’:l € RéxL,
It learns jointly two components: (1) a multi-head

'Selecting this threshold is a difficult problem in it-
self, with values selected by validation not generalizing
well (Khosla and Gangadharaiah, 2022).

2We also experimented on TONMF (Kannan et al., 2017)
and their baseline LSA as well, but the results of these base-
lines were worse than the ones we obtain with CVDD, DATE
and OC-SVM.
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self-attention mechanism, which computes sets
of attention scores over the [ input word embed-
dings for each of the r attention heads, grouped
in A € R™", allowing to aggregate them into 7
representations M = XA € R¥", and (2) a set
of r topic vectors C = (c)r_, € R¥*" whose co-
sine distances with the corresponding training data
representations d(cy, my) are minimized through
the training objective. The anomaly score is, for a
new document .5, computed as follows:

) = Z d(ck7 Xtestak)
k=1

scvDD(Ztest

DATE: DATE masks some of the tokens of the
document, uses a generator to replace them, and
learns through a transformer model D based on
ELECTRA to detect the tokens which were modi-
fied, via a binary classification task called Replaced
Token Detection (RTD). Motivated by computa-
tional efficiency, the authors propose to use as score
the probability of each token not being modified:
1
SDATE xtest 7 Z RTD m] = 0‘$testa D)

where m; is a boolean indicating if the token w);
has been modified in the input to the model D. The
model is trained to maximize the log-likelihood
of this distribution on perturbed data. It is trained
jointly using the Replaced Mask Detection (RMD)
objective, which aims at predicting which mask-
ing pattern is used, and with the Masked Language
Modeling (MLM) objective. DATE jointly learns
its own contextual word representations, and is
given the document x as input. It takes decisions
at the token-level, which is made possible by us-
ing contextual representations. Note that the score
sparg will give a high value to inliers examples,
and should be reversed for comparison.

OC-SVM: We define our OC-SVM model fol-
lowing the baseline of CVDD: it uses the Scikit-
learn (Pedregosa et al., 2011) implementation,
based on the model described by Scholkopf et al.
(2001). Tt takes as input the aggregate® x®99" =
% 22:1 Wy, € R? and aims at separating all the
training data points from the origin in the feature
space F. This space is defined as the reproducing

3 Contrarily to Ruff et al. (2019), we don’t present results

using tf-idf to weight word embeddings, as we did not find it
to produce competitive results.



kernel Hilbert space (RKHS) associated to the cho-
sen positive semi-definite kernel k& : R? x R — R
and corresponding feature map ¢, : R? — Fy.
Separating data from the origin is done looking for
a hyper-plane w € Fj, maximizing a margin:

min

EEPELE o
T R
w,p, 2 p vn im1 !
st p— (r(x), ) < &,

where the margin to the origin is given by ”Tp”, and
the & are the slack variables. The decision function
should be positive for most training data points
x;99". Here, v does not control the smoothness
of the margin, but the fraction of the data which
the model will be allowed to consider as outliers.
Finally, the scoring function is simply minus the
value given by f:

aggr

s0csvM (Tiest) = (Or(Xiont ), W) — p

3 Experimental setting

We evaluate the performance of these models quan-
titatively on several datasets: after exploring the
impact that the pre-training data used for word
representations has on anomaly detection with OC-
SVM and CVDD, we compare all models. *

3.1 Datasets

Following Manolache et al. (2021), we first com-
pare the different methods on two publicly avail-
able textual datasets containing news articles for
classification purposes: 20 Newsgroups® and AG
News®. The third dataset, RNCP’, for Répertoire
National des Certifications Professionelles, was
built from a public official french repository with
training certifications. The relevant statistics for the
datasets are given in Table 5. For all datasets, we
follow the pre-processing from Ruff et al. (2019).

3.2 Experimental details

Most of our experimental choices are made fol-
lowing Ruff et al. (2019). We mainly extend their
experimental framework by looking at supplemen-
tary representations for the OC-SVM and CVDD

4Thecodeisavailableathttps://github.com/abreide
nstein/TextualAD
5http://qwone.com/~jason/2®Newsgroups/
®http://groups.di.unipi.it/~gulli/AG_corpus_o
f_news_articles.html
"https://www.data.gouv.fr/en/datasets/reperto
ire-national-des-certifications-professionnelle
s-et-repertoire-specifique/
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models, trying to compare these approaches more
fairly with respect to the data available to the model.
Unless mentioned, for each model, we chose hy-
perparameters following the reference paper.

Evaluation with k-classes-out: Noting C the set
of classes of the dataset D, for each ¢ € C we
have a train and test sets Dy . and Dy, ;. In or-
der to adapt the datasets to AD, one class ¢,ormal
is picked, while the others are considered to be
anomalous. In our experimental setting, which we
call semi-supervised, we consider that the normal
class has been properly labeled, and the model
is trained with exactly Dyrerma!. It is then evalu-
ated on Dyest = U ¢ Dfest» Where only elements
of Dyrermal are to be recognized as inliers by the
model. Experiments are repeated with taking every
¢ € C as Cpormal- We present similar experiments
in an unsupervised setting, where anomalies are

present in the training data, in Appendix B.2.

Evaluation metrics: We use the Area Under Re-
ceiver Operating Curve (AUROC, or AUC) which
is widely employed in the AD literature. It allows
to measure the performance of a binary classifier by
computing the area under the ROC curve, obtained
by plotting the true positive rate against the false
positive rate: hence, it covers the range of possible
thresholds § between normality and anomalies over
the possible outputs of the anomaly score s(x).

Experimenting with pre-trained representa-
tions: Following Section 2.1, we propose to ex-
periment with various sets of representations for
OC-SVM and CVDD: first, the FastText represen-
tations for English (and French, for RNCP) trained
on Wikipedia and Common Crawl®, which we note
FTLarge. Then, we train our own embeddings with
FastText on D, and D;"r™*! | noting them respec-
tively FTp and FT¢. Similarly, we note the repre-
sentations obtained by reducing the dimension of a
PPMI matrix® PPMIp and PPMI.. For these pre-
trained representations, we use d = 300. Lastly,
we experimented with the ELECTRA model avail-
able on Huggingface'? and one we trained on D; as
well as those obtained through the corresponding
DATE model. As none of the contextual represen-
tations gave competitive results, we only display

8https://fasttext.cc/docs/en/crawl-vectors.h
tml

"We follow here Turney (2012, Section 3.6) and don’t use
the eigenvalues when reducing the dimension.

https://huggingface.co/google/electra-small-
discriminator
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20Ng OC-SYM CVDD
Linear Poly RBF Best r € [1,10]
FTp 814+0.1 | 76.3+0.1 | 58.4+0.1 | 55.8 0.3 (r = 10)
FT¢ 69.9+0.2 | 69.7+0.1 | 35.6+0.1 | 50.0+£0.3 (r=25)
FTLarge | 66.040.2 | 65.9+0.2 | 66.4+0.1 | 68.0+£0.1 (r=3)
PPMIp | 59.4+£0.2 | 59.1+1.6 | 751+£0.1|704+16 (r=2)
PPMIe | 745+£0.1 | 746£0.1 | 406+0.2 | 55.7+0.2 (r=2)

AGNews 20Ng RNCP
OC-SVM + FTgrge | 822£0.1 | 66.0£0.2 | 56.2£0.1
OC-SVM + ours 89.8+0.01 | 81.4+£0.1 | 63.7 £ 0.05
CVDD + FTrarge 87.2+0.7 | 68.0£0.1 | 56.6 £0.3
CVDD + ours 86.5+0.5 | 70.4+1.6 | 583+£0.4
DATE 885+02 | 70.9+£04 | 59.2+0.1

Table 1: AUCs of AD experiments over 20Ng, with OC-
SVM with Linear, Poly and RBF kernels, and CVDD.

AGNews OC-SVM CVDD
Linear Poly RBF Best r € [1,10]
FTp 89.8+0.01 | 87.7+£0.03 | 72.6+0.1 | 86.5£0.5 (r=1)
FT¢ 79.6£0.1 | 87.3+0.1 | 208+0.1 | 628+0.6 (r=1)
FTLarge 822401 | 82.0+£0.1 | 79.1+0.1 | 87.24+0.7 (r=2)
PPMIp 61.24+0.1 | 60.6+0.1 | 89.4+001|839+02 (r=2)
PPMIc 79.5£0.1 79.8+£0.1 | 299£0.1 | 587£09 (r=5)

Table 2: AUCs of AD experiments over AG News, with
OC-SVM with Linear, Polynomial and RBF kernels,
and CVDD.

RNCP OC-SVM CVDD

Linear Poly RBF Best r € [1,15]
FTp 63.74+0.05 | 61.5+0.04 | 57.8+0.05 | 583+0.4 (r=29)
FTe 60.6 £0.04 | 60.84+0.04 | 41.3£0.1 | 52.24+0.3 (r=10)
FTrarge | 56.2£0.1 | 56.24+0.2 | 55.0+0.04 | 56.6 £0.3 (r =12)
PPMIp | 58.44+0.04 | 58.6+£0.03 | 57.2+£0.1 | 56.9£0.2 (r=2)
PPMIc | 57.4+0.1 | 58.8+£0.1 | 49.0£0.04 | 522401 (r=1)

Table 3: AUCs of AD experiments over RNCP, with OC-
SVM with Linear, Poly and RBF kernels, and CVDD.

the corresponding results in Appendix B.3.

4 Results

Choosing word representations: The results for
CVDD and OC-SVM!! obtained with the remain-
ing static representations are presented in Table 1, 2
and 3 for two of the datasets. FTp representa-
tions show consistently better performances than
FT L4rge» and the best overall, especially when used
with an OC-SVM with a linear kernel. With class-
based representations, the results of OC-SVM mod-
els seem to vary following the size of the dataset:
the larger it is, the closer the results get to those
of dataset-based representation. In particular, FT¢
representations give great results on AG News with
a polynomial kernel, as reported in Table 2. We
hence postulate that the poorer performance of FT¢
representations is linked to a lack of training data.
With linear and polynomial kernels, PPMI; give
good results and largely beats PPMIp on 20 News-

""The scikit-learn implementation of OC-SVM is determin-
istic. Variations in our results come from the composition of
document representations from word embeddings; we suppose
this is due to how padding is handled in the implementation
of (Ruff et al., 2019).
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Table 4: AUCs and standard deviations of AD experi-
ments over all datasets, with all models. For OC-SVM
and CVDD, we show the best results across hyperpa-
rameters with FT 74,4, and across our own word rep-
resentations, for which we took FTp representations
except for CVDD with 20 Newsgroups, where PPMIp
provide better results.

groups and AG News, opposite to what we see with
FT representations. We assume here that statistics
obtained only on class data are more representative,
and hence work better with simpler kernels. We
discuss the poor performance of class-based repre-
sentations with the RBF kernel in Appendix A.2.

Overall comparison: Table 4 presents the best
results obtained for each model, with comparison
to DATE; additionally, for OC-SVM and CVDD,
we present results for our representations (noted
ours) and external representations separately. OC-
SVM outperforms CVDD on all datasets. It reaches
better results than DATE, especially on 20 News-
groups and RNCP, although being far simpler. For
all the models, the AUC values on the RNCP
dataset are lower, which can be due to the shortness
of the documents in this dataset, making the AD
task more challenging.

On the performance of OC-SVM: our results
show that, with appropriate representations, a sim-
ple OC-SVM model outmatches complex models
such as CVDD and DATE. We hypothesize that,
in our setting especially, AD approaches based on
one-class classification are at an advantage; but the
objective with which DATE is trained may lead the
model away from what is needed in the k-classes-
out setting, as it learns to detect random replace-
ments. Here, the simplicity of an OC-SVM is a
strength, though it has the disadvantage of not pro-
viding any density score nor possible word-level
interpretation, contrarily to CVDD (through the
attention mechanism) and DATE.

On the performance of dataset-based represen-
tations: our results show the clear superiority of
representations pre-trained on the same data that
will be used on the AD task. While dataset-based
representations will generally not be available at



training time, we argue that an OC-SVM model
with class-based representations and a polynomial
kernel should provide results that are very com-
petitive with state-of-the-art models; the choice
of representation pre-training method should de-
pend on the quantity of training data available. Our
results with contextual representations are in line
with previous results from Ruff et al. (2019).

5 Conclusion

In this paper, we implement a fair comparison be-
tween existing textual anomaly detection methods
in a k-classes-out setting and show that training
the models on only the data available for the AD
task can lead to better results. This allows methods
regarded as baselines, such as OC-SVM models,
to achieve impressive results, challenging state-of-
the-art models based on deep neural architectures,
with only the data available at hand. We intend
to extend this line of work towards more challeng-
ing textual AD tasks. We also believe our results
are indicative of the potential of model adaptation
methods for semantic anomaly detection, which is
a direction that has only been seldom explored (Xu
et al., 2021). In the future, we also intend to extend
our investigation to larger, more recent language
models for obtaining representations.
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A Datasets and hyperparameters

A.1 Dataset description

Textual AD datasets and evaluation: To the
best of our knowledge, only a handful of AD-
specific textual datasets have been released: among
them, CLINC150 (Larson et al., 2019), an intent
classification!? dataset comprising OOD examples,
and the recent NSD2 (Ma et al., 2021) propos-
ing anomalies that are created as fine-grained se-
mantic modifications. As our objective is to get a
clearer view of the performance of existing mod-
els, we choose to stay in the simple but popular
setting of k-classes-out: we should note that this
effectively restricts our study to the detection of
what Arora et al. (2021) call semantic shifts. Many
classification datasets have been used this way, a
few of them being part of the recently released
AD benchmark ADBench (Table B1: Han et al.,
2022). Among those, we choose to re-use 20 News-
groups and AG News, which DATE was applied
to (Manolache et al., 2021). Following Ait-Saada
and Nadif (2023), we diversify our experiments
with a difficult classification dataset based on the
French repository of training certifications, contain-
ing short texts (certification titles) with little lexical
overlap within classes.

20 Newsgroups: This dataset is composed of
newsgroups posts from 20 topics split between a
training and a testing set. We reproduce the setup
of Ruff et al. (2019); Manolache et al. (2021) and
group the articles into 6 top-level categories.

AG News: This topic classification dataset was
built by choosing the 4 largest classes from the orig-
inal AG dataset and contains news articles collected
from numerous news sources, and also includes an
train/test split.

Intent classification has attracted a large part of the efforts
dedicated to textual AD, including a dedicated comparative
framework (Zhang et al., 2021).
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|Dtrain General statistics on D
Dataset Smallest | Largest | Median | |Dyyqin|/|Diest| Ratio | |C| V| Median(l)
AG News 30000 30000 | 30000 30000/1900 4 | 61230 24
20 newsgroups 577 2857 1916 0.6/0.4 6 | 76807 44
RNCP 927 14413 2957 0.75/0.25 16 | 4116 7

Table 5: Description of the datasets through key statistics.

RNCP: This dataset contains French training cer-
tification contents provided by the public organi-
sation France Compétences. Following Ait-Saada
and Nadif (2023), we build it into a classification
dataset by taking as textual input the "Intitulé" (ti-
tle) field, and using the ROME code of each certi-
fication (which are linked to thematic topics) for
determining the class. However, their split into
train and test sets was not made available: hence,
while we keep the same 75%/25% ratio, we chose
to work with an updated (and thus larger) version
of the dataset.

A.2 Hyperparameter tuning

Hyperparameters and computation of results:
Following Ruff et al. (2019), all presented values
are obtained by averaging results over 5 runs. For
OC-SVM, we present results over the best v €
[0.05,0.1,0.2,0.5]. The best value of v is then
kept for experiments in section 4 and B.2. For
CVDD, we only present the best results obtained
over the number of attention heads r. Similarly,
the best r are re-used in section section 4 and B.2.
All our results are micro-averaged over all classes
in the dataset, meaning that we average the values
obtained for each model trained on Dy, .., Vc € C,
weighted with |Df, .. |. The standard deviation
values presented are obtained using these averages
over 5 different runs.

Choice of r for CVDD: Following (Ruff et al.,
2019), we experiment with a large array of values
for the number of context vectors r in CVDD. In
our results, the best value seems to depend on both
the dataset and the representation used, and needs
to be tuned according to these two factors. The
AUC variations given r on 20 Newsgroups for the
5 representations are presented in Figure 1. The
best AUC values for FT 4,4 and PPMIp are ob-
tained with » = 3 and r = 2 respectively. On the
whole, the best values of r in Tables 2, 1, 3 show
that more complex datasets lead CVDD to need
more context vectors. Indeed, while the classes of
AG News are thematically consistent, those of 20
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Newsgroups aggregate several lower-level themes,
and the documents in the RNCP classes are also
quite diverse (Ait-Saada and Nadif, 2023).

70

—¥— PPMIC

-@- PPMI_D
65

55

50

10

Figure 1: AUCs over 20 Newsgroups for CVDD mod-
els trained with our 5 pre-trained word embeddings
(FT¢, FTp, FTrqrge, PPMIc, PPMIp), depending on
the number of attention heads 7.

A.3 Choice of OC-SVM Kernel

The RBF kernel is usually the default kernel for
OC-SVMs (Manevitz and Yousef, 2002). However,
a linear kernel provides here the best results. We
can infer that the geometry of the FastText rep-
resentations is well adapted to our AD task, and
that using a more complex kernel makes the model
prone to overfitting. In particular, following Ruff
et al. (2019), we applied our hyperparameter search
to v only, whereas the v hyperparameter of the RBF
kernel is set automatically through a method proper
to scikit-learn, inversely proportional to the vari-
ance of the training data. We hypothesize that the
surprising counter performance of RBF kernel on
class-based representations could be linked to this
way of choosing . It may also be caused by ex-
amples very representative of normal data lying
close to the origin in the feature space and being



selected in the portion of training data v allowed to
be labelled by the OC-SVM as anomalies during
training.

B Additional results

B.1 Evaluation metrics - AUPR

We also compare the performances of the differ-
ent models using the Area Under Precision Recall
curve (AUPR), which is less prevalent: it allows to
measure the performance on imbalanced datasets,
which is important in AD where the proportion of
anomalies can be very low, although their detec-
tion matters the most. While this is not the case in
our k-classes-out setting, we use this measure for
complementary analysis.

Table 6 is an extended version of Table 4, which
also includes values of AUPR-i and AUPR-0 met-
rics, which are the AUPR values computed respec-
tively for the inlier and the outlier classes. For this
measure, the performances of a random classifier
correspond to the number of positive examples di-
vided by the size of the testing set. Thus, the results
vary from one dataset to another, not only depend-
ing on the performances of the model, but also with
the numbers of classes and their sizes. Overall the
AUPR scores follow the same trend as the AUC
score, except for CVDD which gets a better perfor-
mance than the other models on the AUPR-i on 20
Newsgroups.

B.2 Unsupervised setting

Setting description: In our unsupervised setting,
randomly selected documents of other classes are
added to the normal class at a specified contam-
ination rate T.ons. This corresponds to real-case
scenarios where the data has not been properly la-
belled and may be contaminated with anomalies.
More formally, this corresponds to using:

Dcnor'mal — Dcnor’mal U Dcnor'mal

cont train anom

where Dnermal contains examples sampled from
Dirain \ Dfﬁg{;’”’ and 7r.on: is the proportion of
these samples in D.2ormal. We experiment with
several values of r..,; to evaluate the models ro-
bustness to anomalies in training data, and evaluate
with the same Dy.4;. For fair comparison, we use
the same contaminated datasets D;.2%;™! for each
model. Again, experiments are repeated by picking

every ¢ € C to be Cpormal-
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Results: Figure 2 presents the results for several
contamination rates 7., corresponding to the pro-
portion of anomalies added to the training set of
the normal class Dyrerma! for the three datasets.
Unsurprisingly, the more the contamination rate
rises, the lower the results get. We can notice
that on 20 Newsgroups OC-SVM with a linear ker-
nel seems less robust to anomalies in training data
than the other methods. However, it still gives the
best results. Overall, no particular trend stands
out. While results obtained on RNCP decrease
less with contamination, they are very unsatisfac-
tory, for all models. We take note that specifically-
designed methods based on a priori assumptions
on the dataset reach better results (Ait-Saada and
Nadif, 2023).

We should note that the results we obtain are, in
some settings, notably worse than the ones pre-
sented in Manolache et al. (2021), especially on the
dataset 20 Newsgroups, although we re-used the
implementation provided by the authors and tried
our best to reproduce their results following the
paper. The discrepancy is particularly high for the
OC-SVM and DATE models, while CVDD stays
stable.

B.3 OC-SVM with DATE and Electra
representations

To better understand the impact of local represen-
tations on AD, we experimented using the contex-
tual representations from DATE with an OC-SVM
model. These representations are learnt locally on
each class of the dataset. To get a document-level
representation, we used the [C' LS| token. We also
experimented using Electra representations learnt
locally without the additional RMD task present in
DATE. Figure 7 presents the results on the different
datasets.

On 20Ng and AGNews, combining DATE represen-
tations with OC-SVM shows worse performances
than the ones obtained by DATE (with DATE rep-
resentations) or OC-SVM (with FastText represen-
tations) in Table 4. On the RNCP Dataset however,
using OC-SVM with DATE representations gets
the best results. We hypothesize that the shortness
of RNCP documents leads smaller models such as
FastText to have more difficulties to extract the rel-
evant information in the representations. However,
AD methods specifically designed for short text
documents such as the one presented by Ait-Saada
and Nadif (2023) still provide the best results.



AGNews 20Ng RNCP
AUC AUPR-i AUPR-o AUC AUPR-i AUPR-o AUC AUPR-i AUPR-o
OC-SVM + FTLarge | 82.2£0.1 | 68.14+0.2 | 90.84+0.04 | 66.04+0.2 | 34.8+0.2 | 86.8+0.1 | 56.2+0.1 | 12.6+0.1 | 91.7 £ 0.04
OC-SVM + ours 89.8+0.01 | 75.7+£0.1 | 96.0 £0.01 | 81.4+0.1 | 443+0.2 | 944+0.1 | 63.7+0.05 | 14.5+0.03 | 93.2+0.01
CVDD + FT 14rge 87.24+0.7 | 71.6+0.8 | 944+04 | 68.04+0.1 | 425+0.2 | 86.6+0.03 | 56.6+0.3 | 12.8+0.2 | 91.5+0.1
CVDD + ours 86.5+05 | 70.3+1.1 | 942+£02 | 704+16 | 453+£1.8 | 88.2+04 | 583+04 | 128+£0.2 | 91.8+0.1
DATE 885+02 | 73.7+06 | 952+£0.1 | 709+04 | 41805 | 89.8+0.1 | 592401 | 13.1£0.1 | 926 £0.04

Table 6: AUCs of AD experiments over all datasets, with all models. For OC-SVM and CVDD, we show the best
results across hyperparameters with FT14,.4¢, and across our own word representations.
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Figure 2: AUCs of AD experiments over AG News, 20 Newsgroups and RNCP, with 5 of the models shown in
Table 6, for a contamination rate 7.y, varying from 0 to 25%.

AGNews | 20Ng | RNCP
| OC-SVM Linear | 731 | 633 | 65.5
2| 0C-SVM Poly 73.3 632 | 677
21 0c-svM Rbf 732 | 638 | 667
| OC-SVMLinear | 415 | 614 | 59.2
8| 0c-svM Poly 409 | 613 | 593
M| 0C-SVM Rbf 404 | 614 | 593

Table 7: AUCs of AD experiments over all datasets,
with OC-SVM using representations from DATE and
Electra learnt on each class of the dataset.

Using locally trained Electra representations com-
bined with OC-SVM gets worse results than using
DATE representations. This underlines the contri-
bution of the RMD task introduced by Manolache
et al. (2021) for AD. We also experimented on OC-
SVM with pre-trained Electra embeddings, but got
notably worse results than the ones presented in
Table 7. We recall that Ruff et al. (2019) also ex-
perimented with BERT representations but found
the results to be lacking and did not display them.

B.4 Results detailed by class
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20 Ng 0OC-SVYM CVDD DATE
Class linear - FTp | linear - FTp4rge | FTp (r = 2) | FTgrge (r = 3) | DATE
0 — comp 87.4 78.9 78.0 73.7 87.7
1 — masc 86.5 63.8 65.1 74.0 54.8
2 — pol 82.7 58.6 76.3 71.4 61.3
3 —rec 82.4 63.4 69.1 60.5 66.9
4 —rel 83.1 67.2 75.8 77.9 71.0
5 — sci 69.4 57.2 55.8 58.2 64.5

Table 8: AUCs of AD experiments over the different classes of 20 Newsgroups dataset, with all models. For
OC-SVM and CVDD, we show the best results across hyperparameters with FT7,4;4¢, and across our own word
representations.

AG News 0OC-SVM CVDD DATE
Class linear - FTp | linear - FT14pgc | FTp (r = 2) | FT4rge (r = 3) | DATE
0 — business 85.2 71.8 83.9 87.9 88.7
1 — science 86.3 74.8 80.7 834 82.6
2 — sports 95.7 92.1 94.7 95.7 94.5
3 —world 92.1 83.3 86.5 81.8 88.2

Table 9: AUCs of AD experiments over the different classes of AG News dataset, with all models. For OC-SVM and
CVDD, we show the best results across hyperparameters with FT7,,.¢¢, and across our own word representations.

RNCP 0OC-SVM CVDD DATE
Class linear - FTp | linear - FT 74,4 | FTp (r = 8) | FTgpge (r = 12) | DATE
1 — environnement 52.76 50.2 53.5 52.8 55.1
2 — defense 73.7 51.9 66.2 59.4 38.7
3 — patrimoine 63.1 47.5 59.3 554 63.5
4 — economie 58.7 56.6 53.0 53.8 55.6
5 — recherche 65.7 58.4 65.7 65.1 66.5
6 — nautisme 57.1 50.9 55.7 54.1 57.7
7 — aronautique 68.7 63.5 63.7 62.7 66.4
8 — scurit 72.3 65.4 72.1 74.3 57.2
9 — multimdia 71.7 62.1 57.6 56.0 60.2
10 — humanitaire 61.3 51.8 56.8 54.6 58.3
11 — nuclaire 69.4 63.2 62.7 61.2 63.1
12 — enfance 81.4 55.5 67.5 56.3 61.7
13 — saisonnier 76.7 51.5 70.6 54.8 44.0
14 — asstistance 65.5 41.5 49.7 38.7 50.1
15 — sport 68.1 51.2 56.9 48.3 58.2
16 — ingnierie 67.8 62.7 62.2 63.3 65.6

Table 10: AUCs of AD experiments over the different classes of RNCP dataset, with all models. For OC-SVM and
CVDD, we show the best results across hyperparameters with FT 1,4,.4¢, and across our own word representations.
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