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Abstract

Text style transfer (TST) involves altering the
linguistic style of a text while preserving its
style-independent content. This paper focuses
on sentiment transfer, a popular TST sub-
task, across a spectrum of Indian languages:
Hindi, Magahi, Malayalam, Marathi, Punjabi,
Odia, Telugu, and Urdu, expanding upon previ-
ous work on English-Bangla sentiment transfer
(Mukherjee et al., 2023a). We introduce dedi-
cated datasets of 1,000 positive and 1,000 neg-
ative style-parallel sentences for each of these
eight languages. We then evaluate the perfor-
mance of various benchmark models catego-
rized into parallel, non-parallel, cross-lingual,
and shared learning approaches, including the
Llama2 and GPT-3.5 large language models
(LLMs). Our experiments highlight the sig-
nificance of parallel data in TST and demon-
strate the effectiveness of the Masked Style Fill-
ing (MSF) approach (Mukherjee et al., 2023a)
in non-parallel techniques. Moreover, cross-
lingual and joint multilingual learning meth-
ods show promise, offering insights into select-
ing optimal models tailored to the specific lan-
guage and task requirements. To the best of our
knowledge, this work represents the first com-
prehensive exploration of the TST task as senti-
ment transfer across a diverse set of languages.

1 Introduction

Text Style Transfer (TST) is an evolving field
within natural language processing that has gained
prominence for its capacity to modify the style of a
given text while preserving its fundamental content
(Mukherjee and Dusek, 2024; Mukherjee et al.,
2024a). Notably, TST has primarily been explored
in English, leaving a significant gap in linguistic di-
versity and a lack of comprehensive resources for
effective multilingual style transfer. This research
aims to bridge this gap by extending the bound-
aries of TST to include other diverse Indian lan-
guages: Hindi, Magahi, Malayalam, Marathi, Pun-
jabi, Odia, Telugu, and Urdu.

We work with sentiment transfer and use the En-
glish dataset of Mukherjee et al. (2023a), who ex-
perimented with English and Bangla. We have ex-
tended the scope by adding eight new languages
to the dataset. We manually translated the En-
glish dataset into other languages to maintain
the style, content, and structural alignment, pri-
oritizing naturalness in the target language (de-
tails in Section 3.2). We created new multilin-
gual TST datasets using human annotators. They
serve as counterparts to the refined English dataset
(Mukherjee et al., 2023a) in a well-established lin-
guistic context.

In addition, we tested several standard models
(see Section 4) to validate and assess the quality
and usefulness of the language-specific datasets.

Our contributions are summarized as follows:

(i) We introduce new multilingual datasets for
sentiment transfer that align with the English
counterpart, expanding the resources for TST
tasks across multiple languages.

(i) Using our datasets, we conducted experi-
ments using multiple previously proposed
models for TST as well as LLMs (Mukher-
jee et al., 2024b), including a scenario with
no parallel data and the use of machine
translation. We also include joint multi-
lingual training, leveraging information ex-
change across languages for improved TST
task performance.

(iii) We provide a detailed analysis of the results-
facilitating a comprehensive understanding
of the multi-lingual cross-linguistic effective-
ness of our approaches.

(iv) Our data and experimental code are released

on GitHub.!

'Code: https: //github.com/souro/multilingual_
tst, data: https://github.com/panlingua/
multilingual-tst-datasets.
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2 Related Work

TST typically involves training on pairs of texts
that share content but differ in style. For example,
Jhamtani et al. (2017) used a sequence-to-sequence
model with a pointer network to transform modern
English into Shakespearean English. Meanwhile,
Mukherjee and Dusek (2023) employed minimal
parallel data and integrated various low-resource
methods for TST. However, this approach is par-
ticularly challenging due to the limited availability
of parallel data (Hu et al., 2022; Mukherjee et al.,
2023a).

To reduce the need for parallel data, two main
strategies have been used: (i) Simple text replace-
ment, where specific style-related phrases are ex-
plicitly identified and substituted (Li et al., 2018;
Mukherjee et al., 2023a). (ii) Implicitly disentan-
gling style from content through latent represen-
tations, using techniques like back-translation and
autoencoding (Mukherjee et al., 2022; Zhao et al.,
2018; Fuetal., 2018; Prabhumoye et al., 2018a; Hu
etal., 2017). However, non-parallel approaches of-
ten produce mixed results and require significant
amounts of stylized non-parallel data, which can
be scarce for many styles (Mukherjee et al., 2022;
Li et al., 2022).

In our experiments in Section 4, we evaluate
both approaches using low-resource parallel data
and non-parallel approaches.

Multilingual style transfer is a relatively unex-
plored area in prior research. Briakou et al. (2021)
presented a multilingual formality style transfer
benchmark, XFORMAL, including languages like
Chinese, Russian, Latvian, Estonian, and French.
Moreover, Krishna et al. (2022) focused on altering
formality in various Indian languages. To the best
of our knowledge, we are the first to explore text
sentiment transfer within the domain of TST for
the languages under consideration. We follow both
above works by evaluating models on our bench-
mark in multilingual as well as crosslingual setups.

3 Dataset Preparation

We decided to base our effort on the Yelp dataset
of Mukherjee et al. (2023a), as it offered a suit-
able size, parallel structure, and a relevant domain
for our efforts. The dataset consists of 1,000 style-
parallel sentences, i.e., negative and positive coun-
terparts, with otherwise identical or similar mean-
ings, from the domain of restaurant reviews. 500

sentences were originally written as positive and
manually transferred to negative, the other 500
went in the opposite direction. The data is available
in English and Bengali, with English originally
based on (Li et al., 2018). However, the English
data are not identical, as Mukherjee et al. (2023a)
revised the texts to address issues like inconsisten-
cies, spelling errors, inaccuracies in sentence sen-
timent, compromised linguistic fluency, omitted
context, and improper sentiment adjustments.

We translated the English dataset into eight In-
dian languages to serve the aims of our experi-
ment. In the following subsections, we briefly
overview the TST task’s language selection pro-
cess in Section 3.1. We also explore the man-
ual style-translation process and the challenges en-
countered in Section 3.2.

3.1 Language Selection

As discussed earlier, the eight Indian languages,
namely Hindi, Magahi, Marathi, Malayalam, Pun-
jabi, Odia, Telugu, and Urdu, are chosen for the
sentiment transfer tasks. Malayalam and Telugu
represent the Dravidian language family, while the
rest of the languages belong to the Indo-Aryan
languages. All of these languages are motivated
by their substantial online user base, geographi-
cal dominance of the languages (see Table 6 in
Appendix A for a short overview of these lan-
guages), increasing engagement in native language
communication on social media,> and/or the us-
age statistics of language as content on the web.?
This includes writing online reviews in these lan-
guages, making the base English sentiment dataset
(Li et al., 2018) a suitable match for our study.

In addition, the choice of languages is also based
on their affinities and differences in scripts, lexi-
cal and syntactic structure, and language families.
All these, except Magahi, are among the 22 sched-
uled (official) Indian languages (Jha, 2010). Mag-
ahi, closely related to Hindi but distinct, presents
an opportunity to explore multilingual sentiment
transfer for a language with a limited internet pres-
ence. Odia and Hindi use different scripts but
have common typological features and share lex-
ical words due to belonging to the same language
family (Ojha et al., 2015). Similarly, despite their

2https://assets.kpmg.com/
content/dam/kpmg/in/pdf/2017/04/
Indian-languages-Defining-Indias-Internet.pdf

3https://w3techs.com/technologies/overview/
content_language
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close linguistic similarity, Urdu and Hindi exhibit
notable differences in script and lexical composi-
tion. The linguistic diversity within this set of
languages, including script variations and familial
connections, can provide comparative analysis in
style transfer from the linguistics perspective, in-
cluding cultural nuances.

3.2 Style Translation Process

Qualified language experts or linguists working
with a professional service provider for linguistic
services were engaged for the translation (see Ap-
pendix A for the linguists’ demographics and pre-
cise guidelines to maintain style accuracy and qual-
ity). Every language utilized a team comprising
one translator and one validator, both native speak-
ers.

The primary challenges we encountered in the pro-
cess are described below, and more examples and
their corresponding analyses are presented in Ta-
bles 13 and 14 in Appendix D. Some Sentiment
transfer task-specific challenges are as follows:

Implicit sentiment Sentences where the senti-
ment is not expressed directly but as a result of
an event or situation. For example, in the my fod-
dler found a dead mouse under one of the seats
sentence, sentiment is carried by the event of find-
ing a dead mouse, hinting at the cleanliness and hy-
giene issues. Therefore, the context was removed
and written as, the place is clean and hygienic for
kids and toddlers.

Insufficient context Lack of context poses a
problem in preserving the sentiment. For exam-
ple, the phrase sounds good doesn’t it ?, presented
in isolation in the English dataset, looks like the
tail end of another comment. Translating such sen-
tences can lead to individual interpretations of con-
text and sentiment variations.

Fuzzy expressions Although words like um, uh
etc successfully lend positivity or negativity to a
sentence, they leave a lot to one’s imagination, fur-
ther causing multiple interpretations. For example,
in the sentence i replied, “um... no i’m cool, the
expression um can be translated either as bad or or-
dinary or exciting.

Suitable sentiment There are instances when an
English source sentence must be translated specif-
ically to preserve the sentiment, not as a general
translation. For example, the English sentence no

thanks amanda, i won’t be back ! would be trans-
lated normally &=IdTS 3T, F gToRT &Y ST
to Hindi, which is thanks amanda, i won’t be back!
in English. However, to preserve the negative sen-
timent style and content, the idiom HIS o 3N is
used in Hindi, which would map to go fo hell in
English.

Confounding Phrase Structure The data pri-
marily concerns food, eating experience, and
restaurants. Hence, there are a considerable num-
ber of dishes and their descriptions. The transla-
tion exercise has had difficulty decoding the dishes’
names as either adj+proper noun or adjective as
part of the proper noun phrase. For instance, if [hot
Thai basil soup] could be hot [thai basil] soup, or
[hot] thai basil soup and could be translated into
Hindi like T 2mE-9fAet 4 or T 218 9%t U,

We also list some general translation-related
challenges that we encountered:

Gender encoding Personal pronouns in English
can be replaced with demonstrative pronouns in
Indo-Aryan languages, thus removing gender in-
formation. On the contrary, certain verb phrases
will have to take a gender role, which is otherwise
missing in English. Thus, even when an English
sentence did not encode any gender information,
Indo-Aryan languages were forced to encode gen-
der. For instance, in the sentence just left and took
it off the bill, the gender is encoded in the verb,
making it either masculine or feminine.

Ambiguities Ambiguity is a core feature of all
languages and creates a challenge while translat-
ing, e.g., the word cool in the sentence The envi-
ronment here is cool can be interpreted as either
cold or filled with fun.

Cultural references Phrases like corn people
can be challenging for translators who do not share
American cultural references in their languages.

Lexical gap There are no direct translations of
words like pushy, welcoming, brunch, unwelcom-
ing, and accommodating in all target languages.
Therefore, close approximations were chosen to
maintain the sentiment.

Noun anchoring There are certain adjectives in
English that work without the support of their
nouns, e.g. unfriendly and unwelcoming with a
bad atmosphere and food. In Indo-Aryan lan-
guages, noun support is mandatory and a linguistic
equivalent of behaviour must be added.
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Challenges Frequency (%)
Ambiguities 34.0
Lexical gap 31.0
Gender encoding 30.0
Cultural references 21.0
Insufficient context 19.5
Implicit sentiment 19.0
Lack of punctuation 12.5
Idiomatic expressions 07.5
Fuzzy expressions 07.0
Noun anchoring 07.0
Suitable sentiment 06.0

Table 1: Statistics (approximate) of the challenges faced
during datasets preparation, see details in Section 3.2.

Lack of punctuation Several texts join multiple
independent phrases together with no punctuation,
e.g., 1 had a spanish omelet was huge and delicious.
The lack of punctuation makes it unnatural when
translated into Indian languages.

Idiomatic expressions Phrases like kicks ass,
or expressions like sparkling wine flights run the
risk of being incorrectly translated if the transla-
tor is unaware of their idiomatic meanings, par-
ticularly the cultural context of the different coun-
tries/regions.

The approximate frequency of the aforemen-
tioned individual issues across all languages is il-
lustrated in Table 1. Issues with Ambiguities, Gen-
der encoding, and Lexical gap occurred most fre-
quently.* For additional details, see Appendix E.

4 Models

Our experimental models use five methodologies
(Sections 4.1-4.5): parallel, non-parallel, cross-
lingual, shared multilingual learning and prompted
LLMs. The first three methods are adopted from
Mukherjee et al. (2023a), and we only briefly sum-
marize them. The last two are newly introduced for
this task.

4.1 Parallel Style Transfer

In this experiment (labeled Parallel), we fine-tune
a pre-trained multilingual BART model (mBART)
(Liu et al., 2020) using the parallel datasets con-
structed in Section 3.

*The distribution across target languages is roughly the
same except for Gender encoding, which is highly-language
dependent (in Odia, Malayalam, and Magahi, gender does not
need to be coded).

4.2 Non-parallel Style Transfer

In this experiment, we focus on one part of the data
at a time (positive/negative), building two separate
models trained to produce sentences of a given sen-
timent. This approach leverages a scenario where
parallel datasets are unavailable. We use four dif-
ferent model variants:

Reconstruction through Auto-encoder and
Back-translation We use input reconstruction
via an auto-encoder (AE) (Shen et al., 2017; Li
et al., 2021) and back-translation (BT) (Prabhu-
moye et al., 2018b; Mukherjee et al., 2022). Each
model is trained for a single sentiment. During
inference, a sentence with the opposite sentiment
is input to the model trained for the target sen-
timent (e.g., a positive sentence is input to the
AE or BT model trained for negative sentence
reconstruction). For BT, English sentences un-
dergo an English-to-Hindi-to-English cycle, while
other languages use source-to-English-to-source
translation (for translations’ experimental results,
see Table 9 in Appendix C).

Masked Style Filling (MSF) By masking style-
specific words in the input sentence, we enhance
AE and BT with Masked Style Filling (MSF-
AE, MSF-BT). Significant style-specific words are
identified using integrated gradients (Sundararajan
et al., 2017; Janizek et al., 2021) from our fine-
tuned sentiment classification models (see Section
5.3). Words contributing most to sentiment are
masked, making sentences ‘‘style-independent”.
These modified sentences are then used as input
for AE and BT models to reconstruct the original
sentences.

4.3 Cross-Lingual Style Transfer

We explore two cross-lingual alternatives that by-
pass the requirement for manually created multi-
lingual datasets. Firstly, we employ English sen-
tences from the parallel dataset, machine-translate
them into all the respective languages, and use
these translated texts for training (En-IP-TR-Train).
Secondly, we take the English output generated by
the model trained on a parallel English dataset and
machine-translate it into the target languages (En-
OP-TR). These cross-lingual approaches offer in-
sights into multilingual text style transfer for the
case when no data is available in the target lan-
guages.
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4.4 Shared Learning Style Transfer

We conducted a joint training (Joint) following the
Farallel approach (see Section 4.1), using style-
parallel data from all the languages together. De-
spite the linguistic diversity, these languages have
commonalities and shared characteristics. Learn-
ing them together enhances the availability of re-
sources and helps exchange information across lan-
guages, benefiting the TST task overall. We in-
troduced distinct language identifier prefixes and
added them as special tokens for the model to treat
them separately. For instance, for English, we used
<en>, and for Hindi, we utilized <hi>, etc.

4.5 Large Language Models

For our experiments, we chose the Llama2 and
Llama2_chat models (Touvron et al., 2023a,b),
each with 7B parameters and available under an
open license on HuggingFace (Wolf et al., 2020).
We also included GPT-3.5 (gpt-3.5-turbo—0125)
accessed via the OpenAl API (OpenAl, 2023). We
used few-shot prompting for these models (for ex-
ample, see Table 12 in Appendix C).

5 Experimental Details

5.1 Used Models & Language Support

For generating transferred text with the target style
in all text-to-text generation processes in Section 4,
we used mBART-large-50 (Tang et al., 2020). We
used NLLB-200 (Costa-jussa et al., 2022) for the
translation process involved in Sections 4.2 and 4.3.
XLM-RoBERTa-base (Conneau et al., 2019) was
used for multilingual sentiment classifications in
Section 5.3. For evaluating embedding similarity,
we used LaBSE (Feng et al., 2022), and for fluency
calculation in terms of PPL in Section 6, we used
mGPT (Shliazhko et al., 2024).

Table 7 in Appendix C lists the supported lan-
guages for all models.

5.2 Settings

Each dataset comprises 1,000 style-parallel exam-
ples (see Section 3). To ensure consistency in our
experiments, we divided these into 400 training ex-
amples, 100 for development, and 500 for testing.
Since parameter optimization for all languages
model-wise would be resource-intensive and time-
consuming, we optimized parameters for all lan-
guages only for the Parallel Methodology (see

5 All models were downloaded from HuggingFace (Wolf
et al., 2020).

Language Sentiment Accuracy (%)1
English 92.5
Hindi 89.9
Magahi 88.0
Malayalam 88.3
Marathi 90.0
Odia 84.3
Punjabi 87.9
Telugu 85.0
Urdu 87.4

Table 2: Language-wise sentiment classifier accuracy
scores.

Section 4.1) and applied those settings to other
methodologies for each language (in Appendix C).

For the MSF experiments (Section 4.2), we im-
plemented a threshold of 0.25 to selectively fil-
ter style lexicons, determined via experiments on
Hindi and English and applied to all languages (see
Appendix C).

5.3 Multilingual Sentiment Classification

In our MSF experiments (see Section 4.2) and for
evaluating sentiment transfer accuracy in all exper-
iments (see Section 6), we fine-tuned an individual
sentiment classifier for each language based on the
XLM-RoBERTa-base model (Conneau et al., 2019),
using the same training datasets as for our primary
TST task (for results on batch optimization, see Ta-
ble 8 in Appendix C). Table 2 presents the resulting
classifier accuracies of individual languages.

6 Evaluation Metrics

The evaluation process comprises three critical di-
mensions: sentiment transfer accuracy, content re-
tention, and linguistic fluency. We employed our
fine-tuned classifiers to calculate sentiment trans-
fer accuracy (ACC) (see Section 5.3). In line with
previous studies (Mukherjee et al., 2023b,c; Jin
et al.,, 2022; Hu et al., 2022), we evaluate con-
tent preservation through the BLEU score (Pap-
ineni et al., 2002) and embedding similarity (CS)
(Rahutomo et al., 2012) when compared to the
input sentences. The embedding similarity (CS)
is computed using LaBSE sentence embeddings
(Feng et al., 2022) in combination with cosine sim-
ilarity. Similarly to Loakman et al. (2023) and
Yang and Jin (2023), we derive a single comprehen-
sive score for the two important measures of TST,
sentiment transfer accuracy and content preserva-
tion, by calculating the arithmetic mean (AVG)
(Mukherjee et al., 2022) of ACC, BLEU, and CS.
While this is not ideal, as the scores’ sensitivities
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are different, it allows us to easily compare with an
accuracy-preservation tradeoft.

Assessing linguistic fluency, particularly for all
the Indian languages, presents a challenge due to
the absence of robust evaluation tools for Indian
languages (Krishna et al., 2022). Earlier research
cautioned against using perplexity (PPL) as a mea-
sure of fluency, as it tends to favor awkward sen-
tences with commonly used words (Pang, 2019;
Mir et al., 2019). With this in mind, we still
present a basic fluency evaluation using PPL with a
multilingual GPT (mGPT) model (Shliazhko et al.,
2024).

All experiments were conducted separately for
positive-to-negative and negative-to-positive senti-
ment transfer tasks. The metric results were then
averaged and presented in this paper.

As automated metrics for language generation
may not correlate well with human judgments
(Novikova et al., 2017), we also run a small-scale
human evaluation with expert annotators, i.e., the
same linguists that were involved in the dataset
creation process, on a random sample of 50 sen-
tences from the test set for selected models (equally
split to both positive-to-negative and negative-to-
positive sentiment transfer tasks). The outputs are
rated on a 5-point Likert scale for style transfer ac-
curacy, content preservation, and fluency (for de-
tails, see Appendix B).

7 Results and Analysis

7.1 Automatic Evaluation

Table 3 presents automatic metric results for all
languages. We describe the performance of the
individual model types and contrast different lan-
guages.

Parallel Style Transfer The Parallel model,
which leverages style-parallel datasets, shows bal-
anced overall performance with strong scores on
all three main metrics, indicating its effectiveness
in preserving the content while changing its sen-
timent. These results highlight the benefits of us-
ing parallel datasets, even with a few training ex-
amples. While the accuracy stays relatively strong
in most languages, it drops slightly for Punjabi and
Odia. This difference may indicate that style trans-
fer is more challenging in these languages or that
the underlying multilingual pre-trained model has
not been sufficiently exposed to them.

Non-parallel Style Transfer Non-parallel mod-
els generally perform worse than parallel ones.
The Auto-Encoder (AE) model excels in content
preservation but falls short of reaching the tar-
get style. Conversely, the Back-Translation (BT)
model shows better style transfer accuracy but
struggles with content preservation. This could
be because back-translation tends to lose source
stylistic attributes, which helps transfer them to the
target style, but it may also lose original content,
affecting content preservation (Mukherjee et al.,
2022). The MSF extension improves results for
both AE and BT models, enhancing style accuracy
and fluency. However, it still struggles with BLEU
scores, indicating challenges in content preserva-
tion.

Cross-Lingual Style Transfer Both models, En-
IP-TR-Train (training on translated English data)
and En-OP-TR (translating the English model’s
output), yield very competitive results in terms
of style accuracy and content preservation. This
showcases the potential of using machine transla-
tion of the style-parallel English data for TST tasks
when an actual TST dataset is unavailable in the
target language.

Shared Learning Style Transformation The
Joint model, where all languages are trained to-
gether, exhibits strong performance in sentiment
accuracy and content preservation. This is espe-
cially notable for English, Malayalam, Telugu, and
Urdu, where this variant offers the best results,
surpassing the language-specific Parallel model.
These results highlight the benefits of shared learn-
ing in TST across multiple languages, suggest-
ing that training in diverse languages can enhance
model performance.

Large Language Models GPT-3.5 leads in over-
all performance. However, we can achieve com-
parable results with simpler, smaller, open mod-
els and minimal data. Our models deliver better-
balanced results for Malayalam, Urdu, Magahi,
Odia, and Telugu than GPT-3.5. This suggests
that dedicated approaches and style-parallel data
can sometimes outperform even LLMs, espe-
cially for low-resourced languages. Llama2 and
Llama2_chat show average results in English and
Hindi and poor results in all other languages.

Language-wise Analysis While the absolute
scores in English and non-English languages are
not directly comparable, overall, the comparatively
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English Hindi Magahi

Models ACCT BLEUT CSt PPL, AVGT | ACCt BLEUT CSt PPL| AVG? | ACCT BLEUT CSt PPL| AVGT
Parallel 79.5 46.5 815 1023 69.2 86.5 445 825 8.7 71.2 81.5 385 745 37.1 64.8
AE 715 420 780 1023 425 10.0 415  80.0 8.9 43.8 12.0 365 715 373 40.0
BT 27.0 1.5 655 118.0 34.7 24.5 8.0 720 9.4 34.8 325 25 510 26.3 28.7
MSF-AE 64.5 36.0 725 2002 577 65.5 29.0 720 9.0 55.5 80.5 25.0 63.0 38.1 56.2
MSF-BT 67.0 8.0 565 65.7 438 67.5 55 655 7.7 46.2 72.0 1.0 440 25.0 39.0
En-IP-TR-Train - 79.0 41.0 815 8.7 67.2 69.5 31.0 71.0 31.7 57.2
En-OP-TR - 78.5 140 770 8.0 56.5 71.5 45 595 21.7 472
Joint 86.5 420 810 562 69.8 76.0 435 79.0 24.6 66.2 - 31.0 755 19.7 64.5
Llama2 25.0 430 785 1142 48.8 50.0 340 745 9.9 52.8 315 320 66.0 37.7 432
Llama2_chat 88.0 370 775 87.7 67.5 56.5 345 73.0 9.3 54.7 36.0 315 635 334 43.7
GPT-3.5 935 45.0 815 88.3 73.3 |I9SN 41.0 825 715 71.7 84.5 365 73.0 31.7 64.7
Malayalam Marathi Odia
Models ACCT BLEUT CSt PPL, AVGT | ACCt BLEUT CStT PPL| AVG? | ACCT BLEUT CSt PPL| AVGT
Parallel 78.5 25.0 77.0 49 60.2 79.5 26.0 785 8.6 61.3 63.0 28.0 765 22 55.8
AE 11.5 245 76.0 4.8 373 10.0 25.0 770 9.4 37.3 15.5 28.0 770 2.2 40.2
BT 30.0 35 645 6.2 327 28.5 50 665 10.9 333 86.5 2.0 480 2.2 45.5
MSF-AE 58.5 175  66.0 9.9 47.3 79.5 160 66.5 9.9 54.0 87.5 205 69.0 22 59.0
MSF-BT 72.0 20 595 5.6 44.5 73.0 35 595 9.4 45.3 [o60N 1.5 470 2.0 48.2
En-IP-TR-Train 78.5 28.0 795 6.7 62.0 62.0 265 710 5.9 55.2 375 335 78.0 2.5 49.7
En-OP-TR 72.0 225 750 49 56.5 64.0 25.0 78.0 8.8 55.7 455 255 765 2.2 49.2
Joint - 9.5 750 5.1 54.5 71.5 13.0 78.0 8.3 56.2 77.5 10.0 75.0 2.1 54.2
Llama2 29.5 125 625 6.0 34.8 30.5 180 68.5 9.4 39.0 395 6.0 485 2.4 313
Llama2_chat 29.5 11.0  58.0 6.1 32.8 39.0 19.0 69.5 9.8 42.5 385 7.0 510 2.4 322
GPT-3.5 75.0 235 1155 4.8 58.0 |JNS30N 245  179.0 9.4 62.2 76.5 235 725 2.2 57.5
Punjabi Telugu Urdu
Models ACCT BLEUT CSt PPL, AVGT | ACCT BLEUT CSt PPL| AVG?T | ACCT BLEUT CSt PPL, AVG?T
Parallel 63.0 36.0 785 2.6 59.2 70.5 235 725 6.2 55.5 71.5 340 795 315 61.7
AE 12.0 35.0 78.0 2.6 41.7 15.0 255 740 6.1 38.2 12.5 33.0 79.0 33.1 41.5
BT 78.0 50 555 14.0 46.2 335 3.0 635 7.6 333 24.5 85 695 71.5 342
MSF-AE 84.0 255 68.0 34 59.2 67.0 155 635 6.0 48.7 63.5 235 715 383 52.8
MSF-BT 955 3.0 485 25 49.0 62.0 2.5 590 59 41.2 73.0 6.0 635 84.2 47.5
En-IP-TR-Train 56.0 29.0 755 4.4 535 69.5 320 79.0 16.2 60.2 86.5 40.5 805 62.7 69.2
En-OP-TR 56.0 340 765 2.6 55.5 52.0 23.0 74.0 6.0 49.7 69.0 325 795 343 60.3
Joint 79.5 185 1765 2.5 58.2 - 6.0 73.0 6.2 52.0 77.5 205  79.5 50.0 59.2
Llama2 35.0 120 545 2.9 338 38.0 50 495 6.7 30.8 45.0 27.0 725 48.2 48.2
Llama2_chat 33.0 120 555 29 335 39.0 55 500 6.7 315 55.0 27.0 720 472 51.3
GPT-3.5 85.5 345 185 2.6 66.2 70.5 23.0 745 59 56.0 [JNSTON 325  80.5 31.7 66.7

Table 3: Automatic evaluation results. We measure the sentiment classifier accuracy (ACC), BLEU score, content
similarity (CS), fluency (PPL), and the average (AVG) of ACC, BLEU, and CS (For details, see Section 6). We have
several models (see Section 4): Parallel that uses parallel data, AE and BT for non-parallel data trained using input
reconstruction, with extensions MSF-AE and MSF-BT employing masked style filling. En-IP-TR-Train trains on
data machine-translated from English into the respective languages. En-OP-TR is machine translation of English
model outputs. Joint refers to training a single multilingual model with all available data. Llama2, Llama2_chat
and GPT-3.5 are off-the-shelf prompted LLMs. The best results in each category are highlighted in color.

Models English Hindi Magahi

Stylet  Contentt  Fluency? | Stylet Content? Fluencyf | Stylet Contentf Fluencyt
Parallel 4.02 4.94 4.92 4.04 4.98 4.92 4.84 4.96
Joint 4.32 4.92 4.94 4.08 4.94 4.86 3.76 4.92 4.98
GPT-3.5 4.98 4.96 4.98 4.90 3.96 4.90 4.62

Table 4: Human evaluation of 50 randomly selected outputs on style transfer accuracy (Style), Content Preservation
(Content), and Fluency (see Section 6). The best results overall are highlighted in color.
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lower values for sentiment transfer accuracy and
content preservation in non-English languages (ex-
cept Hindi) indicate that TST is more challenging
for multilingual LMs in these languages. Varia-
tions in performance can be attributed to language-
specific characteristics, data availability, and the
extent to which pre-trained models have been
trained with data from these languages. Hindi,
as an exception among the non-English languages,
performs relatively well due to its status as a
resource-rich language (Joshi et al., 2020) with sig-
nificant pretraining data available. This results in
higher sentiment accuracy and content preserva-
tion than other non-English languages. In contrast,
low-resource languages such as Marathi, Magahi,
and Odia face more challenges. However, we note
that lower BLEU for content preservation in these
languages could be attributed to their complex lin-
guistic properties and the strict nature of BLEU,
which focuses on exact word overlap.

While showing solid performance with certain
models, Dravidian languages like Malayalam and
Telugu still encounter difficulties, especially in
maintaining BLEU scores. This suggests that
structural differences in language families can in-
fluence the performance of sentiment transfer mod-
els. Despite achieving good results with spe-
cific models, these languages struggle with content
preservation, indicating that their structure may
pose more challenges for TST.

In conclusion, our experiments, particularly
with the Parallel and Joint methodologies, un-
derline the significance of parallel data in TST.
The results of the MSF approach show that senti-
ment transfer accuracy can be improved in scenar-
ios without parallel data, but performance remains
worse than with parallel data. Cross-lingual mod-
els show that above-average results can be achieved
without actual language-specific data, using high-
quality MT from English. For additional details,
see Appendix E.

7.2 Human Evaluation

For human evaluation, we selected our two best
models: Parallel (see Section 4.1) and Joint (see
Section 4.4), along with GPT-3.5 (see Section 4.5),
across three languages: English, Hindi, and Mag-
ahi, from Table 3 for their balanced performance
on automatic metrics. The results, shown in Ta-
ble 4, align closely with our automatic evaluation
findings, validating the effectiveness of the data
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and experimented approaches. All models per-
formed well in English across all metrics, with
GPT-3.5 slightly leading in style and maintaining
near-perfect scores in content preservation and flu-
ency. In Hindi, GPT-3.5 excelled with the high-
est style score, but all models performed similarly
in content preservation, and our Parallel model
performed slightly better in fluency. For the
low-resource language Magahi, the Parallel model
achieved the highest style score, while our Joint
model outperformed in content and fluency, sur-
passing GPT-3.5.

7.3 Generated Output Examples

Table 5 includes output samples for all the lan-
guages, using the same models as in Section 7.2,
showing that sentiment transfer generally works
well for most languages (English, Hindi, Mag-
ahi, Marathi, Telugu, and Urdu). The trans-
fer is mostly accurate for Malayalam, although
there are some instances where the nuance might
slightly shift. Punjabi and Odia show inconsisten-
cies. While the sentiment change is sometimes
achieved, the context might be lost or altered sig-
nificantly. Our Parallel and Joint models and GPT-
3.5 show strong, comparable performance across
multiple languages, often providing contextually
and sentimentally accurate translations. Our Joint
model outperforms GPT-3.5 in low-resource lan-
guages like Marathi and Punjabi. Additionally, our
model’s output closely matches human sentiment
for Malayalam and Urdu, unlike GPT-3.5, which
sometimes alters the intended meaning.

8 Conclusion

In this study, we address the problem of text style
transfer, primarily focusing on multilingual TST in
Indian languages. This work provides useful re-
sources for TST in eight languages, explores var-
ious benchmark models, and presents an analy-
sis of experimental results for all these languages.
Furthermore, it is worth noting that our presented
datasets are style-parallel and parallel across the
languages, making them consistent and compara-
ble for the TST task. In future work, we plan
to explore a wider range of style attributes and
incorporate more languages, leveraging our exist-
ing methodologies and framework, which can be
adapted to any style attribute given the availability
of parallel data.



Models

Negative — Positive

Positive — Negative

Reference| first time i came in i knew i just wanted to leave. — first time i came | thank you amanda, i will be back ! — no thanks
in, i knew i just wanted something new. amanda, i won’t be back !
hi: Tgell IR 91 7 ST oY T2 U o7 & 7 99 T8l & o areal | hi: GREIE 37Ee, H g S — TS o
oI — TEell q T 3 iR 31T, QY T G ofT o6 Y A g ey | S SIS, 3 A T ST
ARyl mag: ‘amaa TSI, & U9 ATTH! — S,
mag: 19 &9 Ulee A Qell,d5 G Ul Bt [P &9 a9 Fiabeiet | Sdia o Sif Eaﬁqw‘:{%?” .
ATeeh | — Ufel AR &9 SicR e, ST U B b & a g Ty | M, O s SIS — el s

Y 34141311 ) ﬁjr] WA W@aﬁ! - . :

cl %2 . 5 : @l @@0dW, 6mIm aseaElalo!
mr: STEET *ff ufeeler ST e8] Al e B DY Al B 2 sog] madl «mom}(w emo (Gﬂ«ﬂe)%g,
mﬁm%ﬁwm +F 3T 37T <TegT Jelr JIfRd 8l Y JAT o) ’
ml: @RI 6mo0d QIMEe U a)MIHE Balodemeam) | pa: UESE MHTST SUH MM — It Uaee
@030}, — @REMO 6O AIMEa WD, ag)M]- | S WHTET, A =um &t nrefam
86 T of)eOel aleMmeam’ @odleonodloymy,. | O diield Ae1El, “7.1 6 216! — &1 ARISIG
pa: UfgEt =19 e H nfeg e 31 S vzt At fa A §H 201, ¢ 6286 A1a! . _
g5 g M Ul w9 72 X nfog v, ARG uZm A | ur WOTAe ACT o gt A
fy & g9 5=t ggar I L]
or: gaIF1 2R ¢ @oag AR 9 «lEem 64 9 SIeSIgeISa| — g2l tg'é ;f;f fﬁ&ﬁ%ﬁ?ﬁéigm -
21 ¢ Ge0g 2GR, o sI5m 69 ¢ Geq2 GISE] 3 o &
ur: -uyulgw.:/u“fw(}*'éwgug&’u‘ — SGr GLTAIE 2 A S
Uikl AUt
te: AnSBEIE 57508 ST°)%, 77K Bewd 3% TV T 0H K0T d.
— BEBIE I 590 30)30y% TH Bevd II&° ol 5SS
?&&o@?&.

Parallel en: first time i came in [ felt i felt right at home. ] en: thank you amanda, i will not be back!
hi: Tgelt IR 519 H AT A G U o1 {5 F 99 TS & I A8l | hi RIS 3FHIST, H a9 81 A
1| mag: Y-IdIS IHTSI, & &9 3TH!
mag: 9 & Ufgell IR Vel d0S FRT Ul &<l [ € a9 (heicl | - gayaTe arrel, B IR AUMR A8,
R i i ml: @AW, 6mO18 @Idled: dlg)!
mr: OIcg q“rmq%«aa KIGRCIC équﬁaaﬁaﬁﬁ’rqum pa: Usa® WHET SR &1 wewan
B PRI AT, or: ARYSIG AANg, ¢ 6P 2GS FIE]
ml: (qe‘@e‘goc%ﬂ amO8 AUMEJIUB ag)(B8) BaldoBHEMEAAD | | = v?uf"ui*”uilﬁufrlk:‘l?/ﬁa"
@ndleonodlogms. . : ter §IgTTen ©OHol, 35 388, ST,
pa: Ufg&t =9 A2 H nfgg oifenr 3 8§ uzr A fa H 97 $ b
g3 g Hil o _
or: gael 2R ¢ BeRg AR ¢ 618 69 ¢ SIGRIGEISE]
ur: Ustieble 2 SGe ETASE
te: SBI*O §H08 Sy .

Joint en: first time I came in I knew I wanted to stay. en: sorry amanda, i will not be back.
hi T&ell IR 519 H 3711 1 J21 U< 11 b § 999 J8] | 1 dedll 11 | hi &-Id1S 3FHIS], 3 9™ el ST
mag: 91§ 89 Ulgell g% Uell,dS B8RRI Udll 8ol 1 &9 a9 (ebolel | mag: HIIE 34 &;‘Wﬁw:ﬁ:‘%@!
IRl mr: FIJIg AT, TR JUR !
mr: @@;ﬂ%’r afReTeT AT AT ddeal Jel HIfed &l ! Holl Beh ml:q ('T)Orﬂ @o@OMA, 6IM  @ITOH
FERR o=, aiolg
ml: @RIV 6MO3 AIMEL|IUd a)MIB GaldBHEMSAM | pa: Ussd MHIZT SUH i<
@dl@omoallogamy. . _ or: ARYSIG SANE, ¢ 6PQ AITG!
pa: UTgE @@ 72 F »feg oifenr 31 A8 Uzt A fa HO9H | unduiiorf et ST
g3 gger H| te: 35T Tren ©Hod, 3 388, T,
or: 92F1 29 ¢ QGG 2GR ¢ GlEiem 69 ¢ SI6SIGeIEE|
ur: vun%wd/ufﬂéwuwy’/g&?ut
te: InSEI6 8D ST°), T8 Fend 3 I P T 0HK0eT") 2.

GPT3.5 en: thank you amanda, i will never be back !

n: first time i came in i knew i never wanted (o 1
hi Ugell R 9 F 3R Ol o7 fob H &l DebT ATedT o1

hi g4I \’H‘-IISI F g & S

mag: 919 89 Ufedl IR Vell, ds &1 Ul &1 1 89 o9 [-idbetel
Il
%Wﬁqﬁmmméﬁwqﬂ%ﬁ@ﬁzﬁwm

ml: @O 6mO3 AIMELJOUB af)BISS Eald6eMeay
@nolwomo@loiam),

pa: Ufg&t @9 A€ H nfeg mifenr 31 7S Uz At fa H g7 »mat
e A

or: Jalfl 2R ¢] Ve 2ldm ¢] «lsigm 64 ¢ [lsqla

ur: _Ku;/,g%/ﬁgluﬁﬂn(k'émwgm&éu:

te: BnEBTE 508 ST, 7% S0 S8 B2 T OB D0&OT) ].

mag: Y-IJIS IATS], &4 §UF =S ATH|
mr: IS 3FTST, Hl 0Rd Js!

ml: ma3l @0@IOBAW),
aseerlaiarigy!

pa: 82 WHFT IUH T

or: ARYQIG 2ANE]l, El 60PQ 2106 FlE|
ur:€UsTU Uit myy,/CK__,

te: §IgToren 9308, 35 I3&, 07K

amod

Table 5: Sample outputs %Qgerated from our models.




Limitations

Data Bias: Our study relies on publicly avail-
able text data, which may inherently contain biases
present in the sources from which it was collected.
These biases can affect the performance of models
trained on such data and may lead to biased outputs
in sentiment transfer tasks.

Generalization: While our models perform well
on our datasets, their ability to generalize to other
domains or contexts may be limited.

Subjectivity and Context: Sentiment analysis
is inherently subjective, and the sentiment labels
assigned to sentences may not universally apply.
The context in which a sentence is used can signifi-
cantly influence its sentiment, and our models may
not always capture nuanced contextual variations.

Evaluation Metrics: While we have employed a
variety of evaluation metrics, including style trans-
fer accuracy, content preservation, and fluency,
no single metric captures all aspects of sentiment
transfer. The evaluation process remains an active
area of research, and further advancements in met-
rics may be needed.
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Bias Mitigation: We acknowledge the potential
presence of bias in our data sources and have taken
steps to minimize the impact of such bias during
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ness and strive to mitigate any potential bias in our
results.
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A Data Statement

This section briefly provides the overview of the
languages, translation guidelines, and demograph-
ics used to build the dataset (see Table 6, Sec-
tion A.1 and A.2).

A.1 Precise and General Guidelines

* As a language expert, you must translate the
data into your language by following the con-
sistency.

* This means you must translate both versions
of each sentence.

* While translating, you must remember two
primary principles:

— One is that the translation should sound
natural. The selection of words and
phrases should be a natural way of speak-
ing in your language.

— Second is to preserve the maximum lex-
ical, sentiment, and cultural context pos-
sible.

— Wherever the principles come into con-
flict with each other, choose the first one.

* The sentences in the dataset include words
that denote emotion or feelings that make the
sentence either positive or negative. Do not
skip those in your translation. For example, if
“What the hell are you doing?” is translated
as “Tum kya kar rahi ho?” the emotion is lost.
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Language Language Script Regions Speakers (in
Family millions)
Hindi (hi) Indo-Aryan Devanagari Uttar Pradesh, Bihar, Madhya Pradesh, 528
Rajasthan, Haryana, Chhattisgarh, Jhark-
hand, Uttarakhand, West Bengal, Himachal
Pradesh, Delhi, and Chandigarh
Magahi Indo-Aryan Devanagari Bihar and some areas of Jharkhand, Odisha, 12.6
(mag) and West Bengal
Malayalam Dravidian Brahami Kerala, Lakshadweep and Puducherry 34.8
(ml)
Marathi (mr) | Indo-Aryan Devanagari Maharashtra and Goa 83
Punjabi (pa) Indo-Aryan Gurumukhi Punjab, Haryana and some areas of Jammu 31.1
and Kashmir
Odia (or) Indo-Aryan Kalinga Odisha and some areas Jharkhand and Bihar 37
Telugu (te) Dravidian Brahami Andhra Pradesh, Telangana, Puducherry 81.1
Urdu (ur) Indo-Aryan Nastaliq Uttar Pradesh, Bihar, Andhra Pradesh and 50
Karnataka

Table 6: Overview of the languages used in our experiment. We gathered speaker and spoken state statistics in In-
dian regions from the 2011 Census Report of India (https://censusindia.gov.in/nada/index.php/catalog/
42458).

A2

The word “hell” makes the sentence negative
and should be included in the translated sen-
tence.

Use the comments section to write any chal-
lenges you face while translating a sentence,
any heads up you want to provide to the re-
viewer, or anything incorrect was noticed.

In certain situations, naturalness may demand
transliteration of the English words. For ex-
ample, blue cheese should be transliterated
and not translated as ‘neela cheese’ in Hindi.

Translators Demographic

Hindi and English translator: with an M.Phil
in Linguistics and an MA in English, native
Hindi speaker and fluent in English, from
Delhi, India.

Magahi translator: with a PhD in Linguistics
and native Magahi speaker and fluent in Hindi
and English, from Bihar, India.

Malayalam translator: with an MA in Linguis-
tics and native Malayalam speaker and fluent
in English, from Trivandrum, Kerala, India.

Marathi translator: with an MA in Linguis-
tics and native Marathi native speaker fluent
in Hindi and English, from Mumbai, Maha-
rashtra, India.

Odia translator: with an MA in Linguistics
and native Odia speaker, fluent in Hindi and
English, from Bhubaneswar, Odisha, India.

* Punjabi translator: with an MA in Punjabi
and native Punjabi speaker, fluent in Hindi
and English, from Chandigarh, Punjab, India.

* Telugu translator: with MA in English and na-
tive Telugu speaker, fluent in Hindi and En-
glish, from Kuppam, Andhra Pradesh, India.

e Urdu translator: with MA in Urdu and na-
tive Urdu speaker, fluent in Hindi and English,
from Sultanpur, Uttar Pradesh, India.

B Human Evaluation Procedure

To evaluate the performance of our Text Sentiment
Transfer models, we conducted a human evalua-
tion focused on three critical aspects: Style Trans-
fer Accuracy, Content Preservation, and Fluency.
Below, we provide detailed definitions for each as-
pect and describe the questions used to guide the
evaluation.

B.1 Style Transfer Accuracy

Definition: Style Transfer Accuracy refers to
how accurately the style of the original sentence
has been transformed into the target sentiment. For
instance, if a sentence originally expresses a nega-
tive sentiment, this metric evaluates whether it has
been accurately converted to a positive sentiment,
and vice versa.

Evaluation Question:

* How accurately has the sentiment of the origi-
nal sentence been transferred to the target sen-
timent?
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Scoring:

* 1: No sentiment change; the original senti-
ment is entirely preserved.

* 2: Minimal sentiment change; only slight evi-
dence of sentiment transfer.

* 3: Partial sentiment change; some aspects of
the target sentiment are present, but the origi-
nal sentiment still dominates.

* 4: Considerable sentiment change; the target
sentiment is clearly present, though traces of
the original sentiment may remain.

* 5: Complete sentiment change; the original
sentiment has been entirely replaced by the
target sentiment.

B.2 Content Preservation

Definition: Content Preservation measures how
well the style-independent meaning and core infor-
mation of the original sentence are preserved after
sentiment transfer.

Evaluation Question:

* To what extent has the style-independent con-
tent and meaning of the original sentence
been preserved after the sentiment transfer?

Scoring:

* 1: Content is completely altered; the original
meaning is lost.

* 2: Major content changes; significant parts of
the original meaning are altered or missing.

* 3: Moderate content preservation; the gen-
eral idea is retained, but with some noticeable
changes.

* 4: Good content preservation; most of the
original meaning is intact with only minor al-
terations.

* 5: Complete content preservation; the origi-
nal meaning is fully retained.

B.3 Fluency

Definition: Fluency assesses the grammatical
correctness, naturalness, and overall readability of
the sentence after the sentiment transfer. A fluent
sentence should flow naturally and be free of awk-
ward constructions or errors.

Evaluation Question:

* How fluent and natural does the sentence
sound after the sentiment transfer?

Scoring:

* 1: Not fluent at all; the sentence is grammati-
cally incorrect and difficult to understand.

* 2: Limited fluency; the sentence contains
multiple errors and reads awkwardly.

* 3: Moderate fluency; the sentence is some-
what understandable but has noticeable is-
sues.

* 4: Good fluency; the sentence is mostly clear
with only minor issues.

* 5: Complete fluency; the sentence is gram-
matically correct, natural, and easy to read.

B.4 Evaluation Process

Evaluators are asked to rate each of these aspects
on a 5-point Likert scale for a random sample of 50
sentences from the test set, equally split between
positive-to-negative and negative-to-positive senti-
ment transfer tasks.

C Experimental Details

Hyperparameter optimization: To optimize
the main generation mBART model’s performance,
we conducted hyperparameter tuning, selecting a
learning rate 1e-5 and a separate batch size for each
language experiment (see Table 10). Dropout was
applied across the network at a rate of 0.1, and
we introduced L2 regularization with a strength of
0.01. We trained the models for 30 epochs.

The MSF style-specific word selection threshold
was chosen after experimenting with various val-
ues (see Table 11), and we found that using 0.25
resulted in a better balance between style transfer
accuracy and content preservation in the target out-
put.

D Dataset and Generated Output
Samples

In this section, we present a selection of samples
from our curated datasets (see Table 14 and 13)
along with generated output samples from selected
models (see Table 5).
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Languages Pre-trained models
NLLB-200 mBART-large-50 BERT-base multilingual cased LaBSE mGPT

English v v v v v
Hindi v v 4 v 4
Magahi v X X X X
Malayalam v v v v 4
Marathi v v v v v
Odia 4 X X 4 X
Punjabi v X v v X
Telugu v v v v v
Urdu v v X v v

Table 7: Languages covered by the pre-trained models used in this work. Some languages are not supported by some
models, but they mostly share significant vocabulary and linguistic similarities with supported languages such as
Hindi and others (Rudra et al., 2016; Kumar et al., 2018, 2021; Goswami et al., 2023; San et al., 2024).

Batch size Englisht Hindit Magahit Malayalam? Marathi{ Odiat Punjabi{ Telugu{ Urdut
1 sl 500 865 (S0 3875 PBoOm 8715 64.5 89.5

2 92.5 775 85.5 84.5 79.5 50.0 88.0 820 91.0
3 92.0 82.5 75.0 85.5 82.0 60.5 705 815

4 87.0 83.0 85.0 84.5 85.0 79.0 |SSSI 840 86.5
8 93.0 85.0 82.0 84.0 85.5 82.5 825 855

16 920 [HBESH 345 SOOI 3900 88.0 875 835 88.0
32 94.0 83.5 85.0 88.0 89.0 84.5 835  83.0 90.0
64 93.0 85.5 |NNSTONN 830  [NNNOZONNN 86.0 850 |NGTONNN 885

Table 8: Optimized batch-size finding results of the multilingual sentiment classifiers (see Section 5.3).

MSF-BT En-IP-TR-Train En-OP-TR

Task BLEU?T \ Task BLEU?T \ Task BLEU?T \ Task BLEU?T
en—hi 20.7 en—hi—en 42.6 en—hi 20.7 en—hi 17.1
hi—en 26.1 hi—en—hi 29.9 en—mag 06.4 en—mag 05.6
mag—en 18.1 mag—-en—-mag 07.9 en—ml 18.8 en—ml 12.1
ml—en 32.9 ml—en—ml 20.7 en—-mr 25.9 en—-mr 16.2
mr—en 32.4 mr—en—mr 27.3 en—or 18.3 en—or 12.4
or—en 33.1 or—en—or 21.8 en—pa 34.1 en—pa 23.8
pa—en 34.6 pa—en—pa 38.2 en—te 09.5 en—te 07.0
te—en 24.7 te—en—te 14.2 en—ur 38.9 en—ur 26.7
ur—en 38.4 ur—en—ur 40.9 - -

Table 9: BLEU scores for translations used in Section 4.2 and 4.3.
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English Hindi Magahi
Batch ACCT CSt BLEUT PPL| AVGT | ACC? CSt BLEUT PPL| AVGT | ACCt CSt BLEUT PPL] AVG?T
1 5.5 79.5 43.0 116.9 66.0 79.5 81.5 435 10.2 68.2 76.5 71.5 37.0 44.5 61.7
2 73.0 79.0 43.0 159.6 65.0 88.0 81.5 43.0 104 70.8 80.5 71.0 35.0 45.0 62.2
3 s 795 43.0 120.2 68.0 IS8 3815 435 10.7 71.2 82.0 72.0 36.5 43.8 63.5
4 79.0 79.5 42.5 106.3 67.0 74.5 80.5 435 10.6 66.2 75.0 72.0 36.0 44.7 61.0
8 75.0 78.5 41.5 112.5 65.0 79.5 82.0 44.5 10.3 68.7 80.0 70.5 35.0 42.3 61.8
16 71.0 78.5 41.0 124.1 63.5 78.5 81.5 44.0 10.3 68.0 76.5 71.0 37.0 44.8 61.5
32 65.0 69.0 25.5 668.4 532 83.5 81.5 43.0 9.9 69.3 36.5 42.5 63.2
64 66.5 56.0 10.0 275.2 44.2 81.0 82.5 45.5 10.3 69.7 36.5 43.6 61.0
Malayalam Marathi Odia
Batch ACCT CSt BLEUT PPL| AVGT | ACC?T CSt BLEU?T PPL| AVGT | ACCt CSt BLEUT PPL] AVG?T
1 59.5 76.5 23.0 5.0 530 |6 785 22.0 9.2 59.0 30.5 22 55.0
2 70.5 76.5 22.0 5.1 56.3 64.5 78.0 20.5 9.1 543 315 2.2 54.0
3 s 765 22.0 52 59.3 72.5 79.0 22.0 9.1 57.8 315 2.1 55.7
4 64.0 77.0 24.0 49 55.0 69.5 71.0 19.0 10.6 55.2 29.0 2.2 54.7
8 63.0 76.5 235 49 54.3 64.0 78.0 21.5 10.1 54.5 30.5 22 52.0
16 55.5 76.0 22.0 4.8 51.2 79.0 78.0 20.5 8.8 59.2 26.5 2.4 46.0
32 51.0 76.0 235 5.0 50.2 67.5 78.5 21.0 9.0 55.7 30.0 2.2 41.5
64 39.5 70.5 13.0 5.0 41.0 63.0 73.0 14.5 8.9 50.2 30.0 2.2 40.5
Punjabi Telugu Urdu
Batch ACCT CSt BLEUT PPL| AVG?T | ACCt CSt BLEUT PPL| AVGT | ACCT CSt BLEUT PPL] AVG?T
1 52.0 76.5 38.0 2.6 55.5 50.0 74.5 24.5 5.9 49.7 67.0 78.0 315 325 58.8
2 60.5 77.0 37.5 2.6 58.3 62.0 74.5 25.0 5.8 53.8 325 35.9 58.2
3 enomn 775 39.0 2.6 592 |60 730 23.5 6.1 54.5 32.0 35.2 62.2
4 50.5 76.5 375 2.6 54.8 61.5 75.0 245 5.8 53.7 325 29.9 56.5
8 49.5 76.5 37.5 2.7 54.5 52.0 74.5 23.0 5.9 49.8 325 34.7 55.8
16 42.5 74.5 345 2.8 50.5 52.0 75.0 25.0 5.8 50.7 32.0 30.0 59.5
32 22.0 76.0 37.0 2.6 45.0 52.5 75.5 25.5 5.9 51.2 32.0 30.3 58.5
64 15.0 76.0 36.5 2.6 42.5 40.5 69.5 19.0 5.7 43.0 315 31.8 53.5

Table 10: Optimized batch-size finding results for each language using the Parallel (Section 4.1) methodology, for

details see Section 5.2.

English Hindi
threshold ACC?t CSt BLEUT PPL| AVG?T ‘ ACC?H CSt BLEUT PPL| AVG?T
ae_mask
0.25 eEs 715 34.0 143.1 56.7 |65 700 27.5 10.0 54.0
0.35 58.5 73.5 36.5 138.5 56.2 56.0 73.5 31.5 10.4 53.7
0.50 41.5 75.0 36.5 172.1 51.0 44.0 76.0 37.0 10.9 52.3
0.65 345 75.5 38.0 134.3 493 32.0 71.5 39.0 10.6 49.5
0.75 24.0 75.0 38.5 149.9 45.8 23.5 78.0 40.0 10.9 472
be_mask
0.25 e9sI 560 7.5 72.0 443 64.5 4.5 8.6 45.7
0.35 56.5 56.5 8.5 92.1 40.5 64.5 66.0 5.5 8.1 453
0.50 375 61.5 9.5 92.8 36.2 47.0 67.5 5.5 8.0 40.0
0.65 43.0 62.5 11.0 105.2 38.8 46.5 67.5 7.0 9.5 40.3
0.75 35.0 62.5 11.0 106.9 36.2 37.5 67.5 7.0 9.9 37.3

Table 11: Optimized threshold finding results for selectively filtering style lexicons in MSF experiments (Section
4.2), for details see Section 5.2.
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Prompt Sentiment transfer changes the sentiment of a sentence while keeping the rest of the content unchanged.
Examples:

Task: positive to negative
Input: 519 I UHSH H DI SATE 8] T, o I8 SFAT I B U= 1 <& |
Output: S IG UheH I DTS SfaTd -Tei T, dl SH- I Bie 7|

Task: negative to positive
Input: Scil & FeTle IT YN T 38T Ricide &l 21
Output: S H FefTg 37R YT Mg &1 R fGoiae 21

Task: positive to negative ‘
Input: I TeH Frouei &1 3R Aifeh § 9 T4 § 9 7 govid e 2|
Output: FIfH  PH I § SeIY I #RT HRIST ISHT 18 32 |

Task: negative to positive

Input: $HP IAATAT $hd dfed R TS H A Igd & IR |
Output: $HP AT HHICIGR Wi TR & H1 e dive o et Siid forml

Now change the sentiment of the following Hindi sentence.
Task: positive to negative

Input: 7R} 319 T B T 3ree! drerR dfad |

Output:

Table 12: A few-shot prompt used For Text Style Transfer in Hindi. It contains task definition, examples, instruction,
and input (see Section 4.5).
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Positive

Negative

Analysis

en: i will be going back and enjoying this

en: i won’t be going back and suffering at
this terrible place !

great place !

hi: & 99 S 3R 59 I T8 P

g o

mag: &9 TR & 39S 3MTS § 9ol o8

P AT oS!

ml: 6000 MIAI&G> Galo®@] 80N Aan-

OO quNelo @RYIVIEIBe!

mr: " Rd AT M0 T AEH SR

AFG UL _

or: ¢ 6P Ue° UL fgla dIFg

QU6QINGAG!

pa: H TUA A<Er w3 A U
1

ur: !Kumuuﬂc,,C? IS A

ter 3% D38y, JHT DT S 26w s

ﬁ‘ég @"’0@1‘3& &9?50&@::'3).

hi: § 39 WD S8 R J199 ST dY—
o &t B
mag: &9 fthe T TS STgaTS 3113 § WRIS 918

H Ppec a3

ml: MY E@IMHHNO® MuO-
eIoM  amIM  ®oled  Galdl
Ha¥isea]slel!

mr: q1 URd SR A8l S0 AT D
SenTolt ATGHT e aRUIR T8l !

or: ¢ IR T QOIFQ FF6R 68 6QUGIT
alg!

pfﬁenm?ﬁﬁ'm' w3 fom S99
A9 '3 vft &t Iefm

ur: !(u»uf.iﬁ"/v.f;..ﬁ';’iwm?ufkgufgﬁuut
te: 35 358, 9y 85 FHoEEH Hoos’
BPEDES

I'is a gender-neutral pronoun
and gender is not encoded in
English verbs. While the lex-
ical equivalent of I in Hindi,
Punjabi, Marathi, and Urdu
will remain neutral but gen-
der must be encoded in the
verbs.

en: family owned little and i mean Tittle
restaurant with absolutely amazing food.

en: family owned little and i mean Tittle
restaurant with absolutely horirble food.

hi: TRTR Terfeld BIeT W], BIcT WaR]

hi: TRTR Terfeld BIeT W], BicT WaR]

&l HH[A Bl G el 21 &l JBR GE] FAqr 8]

mag: IRAR HR TSI HH TR 8 3N | mag: URAR HR TSi HF GU Ba1 3113
TR e P Tclold & fb B M WeRe 9fe- | 891 P2 & Hdold & TheH WRIe WHT gell
Il XM IR BIC T WeRe |

ml: &SNy 9samomal-
NS8O QAUSOD HHJ0QUI6N, GMID
9CRUVIONMD @ldhajlo @OORI®-
HODIW BAHUMNBS IOl HO-
o VelolyeielagoR

mr: PEAThS HRY Pral Tegd M0 Hell

IR TR 3178 ol SFST JATHRIBRD 37

3 cle] BIC SRS
or: JOGIAR 2F JReIRl 09 67IR

20 6LRRAIISTE ey QEC 68IF
6Qq US|

pa: Ufged =t H@&dM3 g3 we H
W3 "I H3BY Gogs Teed U
T g7 fagr gHdde J|

ur: e 2 Be e fene Bl
g LA L

te: Sévowo DI & o000 ,J° &9%}50
28), 83°80& Hr80" 08B 60",

ml: &SNy 9samomal-
ERSS® QAISHO EIMGHNIQ BHH-
MEBREI88 B0} H2I0l® HOGEYIO-
agoey.

mr: Pedlhs BRY Blel Teed T Hell

U 318 T ST Wb 372 JrHetel

BIC WCRe
or: 4RI g ¢lR&IFl 2s da° 6¢lR

2 69R8A°YE QAR §IGY 986 6815
6QgUE|

pa: Ufded o W3 §g3 we H
3 AT H38Y faugs fAar Irdde
W3 g9 YT )

ur: v}évgfgwuﬁmu’ﬁ/p‘m{@fuuu
e W SBsI U

te: Hénowo DX & AroBDaN0d ,3° @go
&5&8@"’80&5 I8 SomroS S eFtEes”.

Interpreting the “Iittle restau-
rant” causes ambiguity. The
sentence can mean family
owns little part of the restau-
rant or that the restaurant is
little.
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en: the environment was cozy, the servers
were friendly and on top of things.

en: the environment was cold, the servers
were not friendly and aloof.

hi: AT8IeT 3TRMERID T, SR e R &

hi: HTEIT IwicR et o, R e aR T8l

IR T IR 9| o 3R 37—t |
magzwwgﬂ,w mag:WW%ﬂ,WW@
IR ¥ 373 TN fSTT B PuId &A1 | B A INIT B TS 3MoHe &e |

ml:  ol@laVoo  MRE(EIGMOII30M},
OAVBAINIGUY MVDVaNBal®Uo &0-
QBRSNS MHaleR@O@IO3AM].

mr: TR IRMERT 81, Feex

2Id 3o Moy R &

pa: TIIE four H, YA T3 TA-
33 M3 IH € IS8 AS|

ur: -é{,}lc_q/;wbuiﬂ/:u?u(l/l’diL
te:  DBgHBeso FTPoNT® Hod, 3836 e
3&@@65§oﬁ“@3§)&0&3§0@)3é$§°&&

ml: @OOMOlGHo @EMIOM@IDID}-

am3, &AVAAUNIBUB MDaN|Bal®o
GBOBANORDL.

mr: AR 2 B, WW&T@
31feid Aegd. _

or: dQ6SEl 28 ImI, INAYEH 5698
ag° GRERY6R|

pa: IIIIE B3 H, UdAS =B o-
A3eT &t As w3 s &t @ 39
HA| —

ur: ‘iuﬁ(ﬁgﬁm;@uu G rJrl

te: 55556880 552?)"’ Do, §555 3Y)

B SeeG38ome 3 6 ErBot
DI Bo.

Cozy and cold can either refer
to temperature or to the per-
sonality of the ambience.

en: portions n prices were great !

en: portions n prices were unacceptable !

hi: T 3R HA afear off

mag: RTeR™ 7S &M d3! giedl &
ml: EOUEBRSo allels:s)o
oo aJ@o@iloyamy!

mr: ql%‘ﬁ 30T fohHcl! @Y BT e !

or:

pa: 3T m% 3 573 Eu“mrr A&
ur: 12 Eren a2

te: gPoren HE AW FTen BPRHS) o

hi: A= 3R HHG 3rEdimr off!

mag: [ECIG3F 313 T THBHR B IR
S gell

ml: @0UNEBRS0 allelss)o
@oavjleomoilogamy!

mr: Y13 AT fehaell STH=Y Bl !
or: Z°6¢l n FIMY SILENL, Gog!

pa: 391 M3 HIT & Hachdl Al
ur 'J”{J}’Jbtu*"mﬁ

PeoCe
&93.)165&»"’5‘%03‘6&)

D8R3 Flew

Words like “portions” and

“size” have no equivalent cul-

tural reference in Indian lan-
guages.

en: the girls are very attractive and really
frlendly, not pushy at all.

en: The girls are neither friendly nor at-
tractlve and a bit pushy

hi: TS(HIT TG AHYD AR IRcHd 3 -
R &, e ff gl 78l
mag: aﬁﬁv‘méﬁﬁa@"raﬁﬁmﬁa—
TR 8, UHeH gHet Fs|
ml: ©aleM@SIe0d QSO0 @YG-
aH 030 VOBIHN MIVaN)BaldRO-
6m, 63530 aldeniarulleeyavley.
mr: Jofl WY 3NN ST07 TR 3l -
QUi 37Ted, ST gehTgeh! Bed eI,
or: GaeR <gc  2Iedelg  @se

9906055694, 2l6aT 6019 g6g]

pa: I II3 MIdHd M3 MAS feg
oA3E g I5, fasgs uEt i
ur: dug;u’-ﬂﬂ:w;t;ud;umuﬁ;;,/.u“w

4
te: odryonen Troe s§§§)o‘5.>o($‘= 8%

'fog;ré;%ow a7 &, ¥dyen I°ES 8%
585,

i TSP AT N TTHYD & AT & fAe-
w\f, i oS! BFet &l
mag: ASIHIT IS AT SR SIG 313 S
f2 afear 8, oms afy gt +ft =
ml: ©aleNMSIdUd AVDaNIBGal0-
6D BRYBBaHBHEMI GOEJ, GO ]o
O8810MAIOMI6N)
mr: Jeit F1quf fohar afreres FEara aifor
TSIT YIgeh! ST
or: S2AFN6E GQGTE @l ATEND GLg,
4e° 5666019 |
pa: IIAT &7 3T TASTE IS M3 & o
ur: /l:/;]é./ﬁu!xu’:‘jf{’d;ulwgﬂ;f}u;;ugﬂ

_ujf}n
te: olryonen Tor es§§€’>o‘$>oz7° 8BSw

TS B, §oBo. $EH 8o

Pushy means someone who is
ambitious and in a negative
way. There is not direct trans-
lation is every language.
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en: friendly and welcoming with a fun at-
mosphere and terrific food.

en: unfriendly and unwelcoming with a
bad atmosphere and food.

hi: FOCR TTeleT 3R ST o & |ref

AR 3R SR IR

mag: SRAYH TS AR S FAOIGR

Bl 31T Sl T

ml: OMVSOMIW  @DAMOISH-

Qe  RWIMGHMID  RE:HEMOI0

9a16IUa] NDaO§BalOO0

QLIINDIBaNQAIEN).

mr: AR TR S0 S9 Squgs
TfOT FaTTe

or: @& SR SIGISRE US° QAFQ
8lleY QGeegegd ¥s® qisiceaist|

pa: w3 B A3 FIS B
HOEE HJE M3 H&eg YTt

ur: jfa’l/Ld'-lﬁl/b',l}?Uuinﬁi’u!;l’)u

-
Al

hi: TGRS ATEleT IR Ao & 1ef 3Af¥eT-
TR 3R SIHE] TIER|

mag: SRAYH IS TIRAFI SN 7S &
TR HEId TS W AR

ml: GMOUdo @OAMDNLHN RHH-
M 988  AVVNBOAOIMOI0
MPN®IGaNQRMEY.

mr: TR TR0 3707 GToTIvaes
el 3Mfor 3ReaFTe.

or: @G _SIQIT QIGISRE 1G° ¢IgY 986
<8694 e gIsceIs!|

pa: Jdg-GA3TET W3 & It A3 WI"'@E
3 YA HS, HJ8 W3 ya Hg A
ur: _atk,tuwbs)/fo’t/d:i.vﬂsldiLb.aii.

te: 38 TaesSeo OB
eﬁéoﬁ&&é&vé 08350 WFP0HSdSvoT

te: R Beome O dFTEFES | e&i3So.
> S8e08® @‘5(560 835w 25056()
ﬁeé_&e?’.rséo

The lexical equivalent of “be-
haviour” has to be added
in Hindi, Punjabi, Magabhi,
Urdu.

en: enjoy taking my family here always

the freshestseafood.
hi: F& IRAR BT T&T of ST TS & g9l

en: enjoy taking my family here always

staleseafood. _ "
hi: F2 IRAR BT T&T of AT TS 2 g9l

it ¥ $e | gt &t pe|
mag: BT 319 URAR o AT I @HT | mag: 3197 URAR & ZaT of 1Y H 7ol A5
T J&T oldh 37T N Holl 3Es & AN, T IRfT el @M1 ¥ES ¢ |

ml: og)8J0Be]0elo aBQQIle aRTI®
ST BHHEMo af)O0Y  B)Slo6eNn-
OO MOIleS 6306M)CaIIBIMN D)
@RIl L.

mr: HISIT PeaTell HSH SIS
AT 3 At Hafd ar T B

or: 6¢1 ORKIQ ASGI A6GH a99 sliay
64 QlgRU6RIG! G?GEM

pa: mUe ufdetd '(;ﬁ feg g ﬂ@ﬂ@?’
UFe g9 71, A8 3 3 At g3

ml: o)y BISPENIOOM af)Ga]o-
9o al9BIQ HSM EHU6Mo MAiles
6HIENZ)CaIIB)MN® @RYMVIElH8)].
mr: HISIT Pealell U ST IS
3R 32 wiEHT el Hi g,

or: 6¢1l IQSIQ ASGI WOI6R ST TGS
slliqudeulsl qom|

pa: wys Ufged § g o f&"ﬁ"@?’
UyAe gder J7, S0 H g3

ur A L d U it

ur: Kb S At iU A | = _ I
S ' te: I° Hdwodd) agaoyép zlsga JXJgD
fer o &0z Ry YR & TEE SIED 858 §%0 3% a8  &WBHEeR)
sHo o 3 68  BwBiyaray | SVSOLD.

BI 3BT K.

The Tack of punctuation
leaves it to the imagination
of the translator to imagine
the proxomity of here - with
family or with always. And
this can significantly change
the meaning of the sentence.

en: even in summer , they have decent pa-

en: even in summer they have no patron-

fronage. age. - _

hi: T H Y, S U BRI P 81 | hi: AT F o I U DI B T &
mag: 381 a0 1o T A o 3TRG & 1TBT | mag: S&T b 1 THT B HT 3NRGT b TR&
TwReH s 2 . s fids 21 .

ml: GQIM@OHHILIOD  Gald- | ml: GQIM@IENILIOD  GaldLllo
El3o (GYZ)O_I(&QG)U 20NNV | GRAIGLE OBHIBADN@DIL].
QBHIBEOIOI @3NS, _ mr: S-eleodldel Il I TEeL ___
mr: SreledTde! T AN 33 Fsal | or: UG JIYAGeRN AR 6aled
or: QUG  JIYRGER,  6LAITER q&GGIQQGIQIQ

RUg99Y6aIgas! 28|
pa:H@-ﬁWf@?%&, @a?v?;se"aﬁﬂa—
yrst st 3

ur: .Lad"la&’/?/,,,gwu&;!:uﬁtf(’rfjug
te:  I325008° Srae T8 HovgdHe
HEHD E06HT7 K.

pa: g 39 fa g feg @?jf Eil
ur: Gxf § g Sund tur /S
te: 3895008’ Krae o8 2 9688

Here it is the availability of
patronage decides the posi-
tive or negative nature of the
sentence.
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9 | en: seems pretty high compared to every | en: seems pretty low compared to every | Here “pretty high” can eas-
other thai place. other thai place. ily be judged for prices, un-
hi: B IR ATS SFTE o TebTael 9gd ST | hi: B R ATS 918 $ Pl 9gd Pd | less one realises that “expen-

sive” cannot be a positive
il - 2l 5 3 il X 2l % 3 statement. lack of context,
mag: 313 Hg R TS ST o e mag: 313 T IR TS STITeAT & e thus, makes it challanging ot
$ oISl 91 afSAT IS 2 | $ ol ¥ TS B8 translate.
ml: 06QL0 ®O® MIALIERE)AI- | ml: AOQED @I® AUNLIEBRSMOI]
@ ®IOMAPe HaIQREMIOUB QAISHO | GIO®AP S2IGRCMIIUE AUSHO B>}
DAM@MODI| EHIMMYAM]. 0QIIEMATY B@MIANAM].
mr: 3R TP TS fSHIOMT Joria Gd | mr: SR Fedeh AT fSHIOMeT eirid Ta
RE| o4 o,
or: | or: & {
sl [Sagsllallq]
pa: J9 @A G8l AEG € YIS 9J3 | pa: I9 gH HY AEG © HIHY HY3
g9 waer 3 We HEr -
ur: -i;ng!dguﬁL@L,gd@t_/ﬁ}/f ur: 'LLJ["’Z‘U“:&.-L;'L&&W‘/”%
te: ofia™ 3B Frco GBIA8 F0y3 SoBo | (& DT BB g JBIIS 2%0y3 Foo
D80, 50800 880, 330H)00.
10 | en: the staff are very friendly and on the | en: the staff was horrjble and slow “on the ball” is an idiom that

ball

hi: HHARY |

hi: FHART g4 AR & 3R THI R
gl
mag: PYAAN ST TR 313 3TTBT I
BT IR Il B

ml: QRoel QISOO  TVDaNIBG-
al®Qlle Ol  @RYUD®EIRUD
ag)mlaio@ee0la] RO
aloeilesmalomosny.

mr: ¥ QY FA1quf o1foY Tfger a1me.

or: QEIGINNCNEE am

pa: AT g3 OH3S M3 g93% J
ur: -‘L{/Q:J//}LJC‘})%J“

te: dayod Tror J) SeSsEolf Hivvy &
S8 76 &.

mag: PN ST TRIS 373 R B I
Il B |

ml: 2LlaIMHN0d  EWEHOOI0
aOAUWIMAREDI 3N}

mr: BN WATD A0 FeF B
or: SFCINIAIEE QAR @S° 1R 2A6R)]
pa: ATE g9 w3 J&t A

ur: Ge— S0 5 L
te: dayod 850500880 HBBW drESo

means “on time”. Those who
wouldn’t know this phrase
would end up translating it
the wrong way. Similar
phrase is “run of the mill”.

Table 13: English (en), Hindi (hi), Magahi (mag), Malayalam (ml), Marathi (mr), Odia (or), Punjabi (pa), Telugu
and Urdu (ur) Text Sentiment Transfer Examples (Positive to Negative) (see Section 3.2).

ID

Negative

Positive

Analysis

I

en: i guess she wasn’t happy that we were
asking the prices.

en: she was certainly happy to mention
the prices.

hi: *R TITCT ¥ I8 JT el off 1 89 M
IS 38 ¥

mag: YN & S TS AT R & 313
S Suat & afeat g & Bl

ml: 663303 ailel @aloclesymIcd
@O MUaTaHsS@oloMlegjay
MO @MW HEM).

mr; &9 PHRUT 3T Bl HY el TR SR
G

or: ¢ 2gele @68 64 §d FY6R 69
2gles R4 asIQelR |

hi: g8 g2t xgeft &M s <&l o

mag: SUST & S AT I & 3N
S Ius & Ffedt ge As e B

ml: allele@ alE0adUdlee]-
Mol @AW OB @O
MUEOMIaHQI @I O I,

mr: &9 BRUT 3T DI HY "84T IR ST,

or: 64 Gele VTR MY TYUER @Y
¢ 6aiReR|

pa: 87 3T T fagg g9 AUy
Hi|

pa:%Wﬁf&@U@i’HKﬂ'ﬁﬁ?
it 3T UE g H

ur: -é9/§guffﬂffuffio;f+o)!111/
te: 2w 8 WEASHS 8 SoSTRo0T
B I @saRT) .

ur: & ALl SIS b o
te: @ EJ)6T FB D&Y I@d8
605‘93(\_})‘:0&.

I'is a gender-neutral pronoun
and gender is not encoded in
English verbs. While the lex-
ical equivalent of I in Hindi,
Punjabi, Marathi, Urdu will
remain neutral but gender
must be encoded in the verbs.
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en: i replied, "um... noi’m cool.

en: I said everything is great

hi: # Sa9 &, e, e g I

i: H1 8 |9 PO afeA &l

mag: &9 SITF Sofl, "SH.. s &1 dfear

|
ml: eI @O3alSl aloeooy, 9o
SDE| 6MOAB LOOADMIE.
mr: ¥t SR feiet, "3... el # 7 STe.
or: §] RBQ 65w, 'GF ... &1 ¢ 28l 2a|
pa: § Aerg fogr, Q.. aft H Il
T ,
ur: —UnlZIgiy ozl Ut
te: Ca80.86 3 B I D, B 3
2dIe Y.

mag: 89 DHEcll I B Ifear 2
ml: ag)gl0o NoElo@ISEMAT) SIS
al06Im}

38,

mr: 5l T8UTTel Dl HY Plal B
or: §] Gem 9958 QR 26§

pa: ¥ oo 73 g3 <divr
ur: e WA Ut
te: BB T tHodd I% Sy

Cool, here can mean either
positive or negative senti-
ment and its efficent transla-
tion depends on the transla-
tor.

en: i’m not one of the corn people .
hi: # 9T @ a1l 5 9 T g
mag: & TS THS PR IAT AN § F 7S

f2]
ml: 6™  6&06M  aflgfiglcd
8008g]

mr: H Pl FUITD! ATe. ]
or: €] 7161 GRIGFIRE FRIQ 668l G62]
pg:ﬁHﬁW%@@Wféﬂf@??ﬁﬂ'
J7]

ur: Us e LUSILG S

te: 3% 8 IS d T

e?: i'm proud to be one of the corn peo-
ple.

hi:  HepT @M a1l 3 3 g

mag: mﬂé%ﬁﬁwqﬁmaﬁw
AN H | U R

ml: 6,061 afla I8l 308 @I
MmO @mrél-om'lces)gang,

mr: D GITIT ANHID Th IRTeITl

] SIAH 31
or: ¢ 96l GRAGARE RIQ 668l

651R2GIQ 61|

pa: ﬂ§ Hdl us @8 Bar feg fod
d= '3 v= 3|

ur: —e f gl snfie SUILE L

te: FSrIgRY Hs® 28EIFoHS S
§EDESrT=Y S

Corn people can be inter-
preted as a slang not available
outside American culture or
interpreted as corn-eating or
corn-loving people.

en: when the manager finally showed up

hi Ir nd dismissive !
hi; TERBR ST JIT 1 I8 JTfIE
Tq 3 o

mag: eﬂT@?W\—rﬁrwaa?assaﬁ—

AT 1S fA¥eepd STge &JaER !

ml: @OQIMVOMo MIGMEA  QIMM-
60U @IS l03HUMOID] al-
@IRI0}E@Yo alJ0OMIBEN @Yo
821N

mr: gt Segl ToR THIR 3T deal ar

S€e 30 *GMfAeg g

or:

6SHINGR 69 NG US° GSIY 66/
pa: 78 YEUd »rHIdg

31 89 U »3 y9d Fda T Hi
ur: 1G0 P s i AT s

te: ©pths DI@d) SrDoAIEH WS
E8S00,

en: the manager was friendly and acco-
modating.

hi: A-OR BT TSR B ST Ud fol—

gro1gul ofT|

mag: H-OR ST JIER JelT 313 fireT—
AR geld!
ml: @OGMERAG MVMaNIBA MVaNIM}-

oo o8830IMODIOIAM.

mr: JoR Ao W{UT g

or: IRIRS S9694 US° AGRG g6
pa: HdAd OASE M3 ATREST 4%
oo A .

ur: .l;’/l/"l‘ul;l.’!«u}-{

te: e S T R el
5%&3&@6&30 H=) &o.

Accomodating and dismis-
sive do not have direct
translations and are open to
interpretation to translators.
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en: the thai basil pasta came out Iuke-
warm and spicy.

en: the thai basil pasta came out hot and
yummy.

hi: TS STOTel TR HH T 3R THICGR

hi: TS SfSTeT TR 3BT T 3R TTieE

| R ]| .
mag: ITg I1RIeT TR 8 TRH TS F¥T- | mag: oITS J1¥el UTRIT G4 d1eT 3113 HaT—
ISR & | e 7
ml: ™0 @I ol0V® sD80- | ml: ®0@  GenIaVl@d  aloai®
2136SI6SWYo @@']m&@@@o@&o 21}6SI6S@Yo (og,n_ﬂ&)(oocugo
alROOOQIM). a3010)Q1aM).

mr: TS ST UTEdT e IO FATelgR

STER 3T,

or: diw 6597 Jgl Y de° FaRIgS
GlgRmI |

pa: ¥l 9H® um3T o fAgr w3
HABed fagfenr |

ur: -Llﬁ/l:,JL»ul(fl;gu'Ldu?

te: T B JF HOIBHT 6w
52800 Do k.

mr: TS S U] TR 3770 Farfes

il

or: 2R 699 gl SR @e° gaAIGl
QlgIQm|

pa: T8t 8f® UA3T d9H w3 §I3
Hae o _

ur: -llﬁ/l,g'/m”/ l;,‘L,u”L J

te: 300 BRS I IGT° DO KHOT®
&)0'5)8355&)1)0&.

Here, the temperature
and spiciness are used as
sentiment-bearing attributes
which constitute to the
implicitness nature of the
sentence. Additionally, spicy
or hot are not always positive
or always negative.

en: if i had wanted it washed i would have
washed it myself !

en: i had wanted it washed and I washed
it myself !

hi: 3FR JeT geTT §AT <1eY 81T A1 4 T
&Y et

mag: 3FR &9 UdT €iVel TT8S Biet as &9
TR 39 SNl & |

ml:  a)Mes @@ &H9Gl G-
6eMa0IMNEI@ MM @S
OO0

mr: a?wégaéaga%ﬁaawﬁw
gcTel 3T !

or: ¢ ¢] @Gl 6IREIq CIEal’'g 6668 ¢
f66 Uglg cIR 65RAG!
pa:ﬁﬁ@@@ﬁf&%ﬁﬁaw
37 o & vud wiy T B feour gem
ur: 16298 e I bt p s 12 )

te: 3% 0720 SETr0R §5%cd T°R) 39
E&thaed.

hi: T Gl g1 <11eN 3R 7 Te 81 9|
mag: 8 U] GITel dTalel 313 & TaT
YA G |

ml: ag)MIB6) @D 5B GAIeMMAD-
@loyM} @O@IMOT aMOMB @SN
S

mr: HFIT?T%CIGM &4 8Id 31O §t o Tad:
et |

or: ¢] UGl QUINSIG FIgYR €e° ¢] G66
aglq eliRem!
pa:ﬁﬁUﬁ’:ﬁG’@%’fFﬂW@ﬁﬁgﬁé
g3

ur: !QQ}”)J?L’LJ/}'(ZQQL’}”J;’J

te: % o) SETOHTR TH IH
Ea8T%.

Lack of context also leads to
odd sentence constructions,
multiple interpretations, and
lack of sentiment. Here sen-
timent remains implicit in
the eagerness to wash some-
thing which is not expressed
clearly.

en: ra sushi, you are so blah to me .

en: ra sushi, you are so amazing to me.

hi: AR felg 37 Gelt 984 3fa & |

hi: 1R flw 7 goft oeR 2|

mag: 31 G, J &1 o 91 IR &

mag: 3T A, g &R 1 99! AolGR B

ml: @ adl, Ol ag)Mes QI8
GADUDAIEN).

mr: 31 geft, AT 3T &8 3TTEI.
or: QU g6l, g6¢1 671 AR W66 Gl

pa: »ge HHI, 3IHT Hd BT °J3 58
Al

ur: _n/':?,g.:,/."igﬁ'("‘u&/u

te: 8 wrh, DDy I Tror wawyBotr
&I D-

ml: @0 aV3aH], M16BRU3 ag)MIBE) QIS-
0 BOORIDHORIGN).

mr: 31 Gell, el ATSITHIST QU -
DR eI, .

or: Q g6, ©6¢1 ¢l diR Qge
A dIeae

pa: 3 §H1, 3T 13 TH g3 TET9
Jl
ur: e Zend o g TS

te: 8ol ,dg oS B @d}aa":):).

Words Iike ugh, blah, meh
convey negativity but leave
enough fuzziness for the
translator to choose from a
range of negative sentiments.

en: liar, liar, pants on fire.

en: honest people

hi: SIS PEl & hi: *RIY RIS AN 2
mag: 0T FE B mag: |
ml: MVOTVADOLIOOD BRYSIBUB ml: OVNDEID BRBBU3
mr. GIERS], GIERS], @S AeuIRT AaR | M T Ik
—— S or: 46616 S4g |
p— L hol W Tonaed B4
or: 12419161, F12MIQIGT, 626 G‘iléy pa:
ur: Sl

pa: 35 2 U9 &dt g2
ur: - I Tsbedes? s
te: 0&356, 0&355 ﬁ‘%éa 80 édﬁ)gg

te: deErandHBen

“liar, liar, pants on fire.” is a
poetic proverb which may or
may not have a corresponding
equivalent in the target lan-
guage. Here, a creative trans-
lator is required.

Table 14: English (en), Hindi (hi), Magahi (mag), Malayalam (ml), Marathi (mr), Odia (or), Punjabi (pa), Telugu
and Urdu (ur) Text Sentiment Transfer Examples (Negative to Positive) (see Section 3.2).
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E Additional Dataset and Results Statistics

In this section, we present various graphs and charts derived from our datasets (see Section 3) and auto-
matic evaluation results shown in Table 3 (and related to the analysis discussed in Section 7) to provide

further insights.

Average Number of Words per Sentence by Language

Number of Unique Words by Language

Average Number of Words per Sentence

ml
Language

Number of Unique Words
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g
g
g

1500

1000

500

ml
Language

Figure 1: Dataset Statistics: Average number of words per sentence by language (left side), and number of unique

words by language (right side)
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Figure 2: Distribution of ACC, BLEU, CS and PPL across languages respectively
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Figure 3: Impact of masking techniques on ACC, BLEU, CS and PPL respectively
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Figure 4: Performance of models across languages for ACC, BLEU, CS and PPL respectively
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ACC for Resource-Rich vs. Low-Resource Languages BLE for Resource-Rich vs. Low-Resource Languages
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Figure 5: ACC, BLEU, CS and PPL for resource-rich (English and Hindi) vs. other low-resource languages respec-
tively
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Figure 6: Performance of Indo-Aryan vs. Dravidian languages for ACC, BLEU, CS and PPL respectively
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Heatmap of ACC by Language and Methodology

Heatmap of BLEU by Language and Methodology
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Figure 7: Heatmap of ACC, BLEU, CS and PPL by language and methodology respectively
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Figure 8: Sentiment accuracy vs. BLEU score across all the languages and models.
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Sentiment Accuracy vs. CS Score
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Figure 9: Sentiment accuracy vs. CS score across all the languages and models.
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Figure 10: BLEU vs. CS score across all the languages and models.
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