
Proceedings of the 17th International Natural Language Generation Conference: Generation Challenges, pages 59–65
September 23 –27, 2024. ©2024 Association for Computational Linguistics

59

DipInfo-UniTo at the GEM’24 Data-to-Text Task:
Augmenting LLMs with the Split-Generate-Aggregate Pipeline

Michael Oliverio, Pier Felice Balestrucci, Alessandro Mazzei and Valerio Basile
University of Turin - Italy Computer Science Department

michael.oliverio@edu.unito.it
pierfelice.balestrucci@unito.it

alessandro.mazzei@unito.it
valerio.basile@unito.it

Abstract
This paper describes the DipInfo-UniTo system
participating to the GEM Shared Task 2024.
We participate only to the Data-to-Text (D2T)
task. The DipInfo-UniTo system is based on
Mistral (Jiang et al., 2023), a recent Large Lan-
guage Model (LLM). Most LLMs are capable
of generating high-quality text for D2T tasks
but, crucially, they often fall short in terms of
adequacy, and sometimes exhibit “hallucina-
tions”. To mitigate this issue, we have im-
plemented a generation pipeline that combines
LLMs with techniques from the traditional Nat-
ural Language Generation (NLG) pipeline. In
particular, we have a three step process SGA,
consisting in (1) Splitting the original set of
triples, (2) Generating verbalizations from the
resulting split data units, (3) Aggregating the
verbalizations produced in the previous step.

1 Introduction

In the last few years, LLMs have become the state
of the art in natural language generation tasks, as
can be seen in the most important conferences
and challenges, such as the INLG conference and
the WebNLG challenge.12 LLMs enable high per-
formance across various fields of NLP, including
RDF-to-Text. The use of such models can occur
through prompting techniques or, if there is a suit-
able dataset available for their task, by fine-tuning
the models, which involves further training. This
latter approach leaded to improved performances
in many tasks related to generation. Systems like
LLaMA2 (Touvron et al., 2023) and Mistral are
among the most popular open-weights system for
text generation. Fortunately, a linguistic resource
for fine-tuning these models is provided by the
WebNLG challenge. This corpus, originally de-
signed for English and later extended to other lan-
guages (German (Ferreira et al., 2018), Russian

1https://aclanthology.org/venues/inlg/
2https://synalp.gitlabpages.inria.fr/

webnlg-challenge/

(Shimorina et al., 2019) and partially Maltese (Crip-
well et al., 2023), among others), consists of data
units, i.e., sets of RDF triples, composed of sub-
ject, predicate, and object, accompanied by their
verbalizations, which represent the semantics of
the triples. The system employed in the GEM
Shared Task (Mille et al., 2024) consists of a three-
step pipeline, which we called SGA (split-generate-
aggregate). It includes a Data Unit Splitting Al-
gorithm (S) to simplify data units for subsequent
steps, an RDF-to-Text System (G) designed to gen-
erate verbalizations from obtained data units, and a
Sentence Aggregation System (A) to combine the
verbalizations produced in the previous steps.

The paper is structured as follows: in Sec-
tion 2 we provided a brief selection of related
work; in Section 3 we give few details about GEM
Shared Task; in Section 4 we give some details on
WebNLG 3.0, that is our training corpus; in Sec-
tion 5 we describe the SGA pipeline; in Section 6
we present the official results of the DipInfo-UniTo
system and, finally, Section 7 closes the paper by
considering future development. The code and sub-
mitted outputs of the DipInfo-UniTo system can be
found on GitHub.3

2 Related Works

Over the years, RDF-to-Text has become an in-
creasingly important task. Several WebNLG chal-
lenges have been held (2017, 2020, and 2023) to
develop the best RDF-to-Text models based on
WebNLG corpora.456 A common strategy involves
using prompting techniques or fine-tuning to gen-
erate verbalizations from given RDF triples (Wang

3https://github.com/MichaelOliverio/
DipInfo-UniTo-GEM24

4https://synalp.gitlabpages.inria.fr/
webnlg-challenge/challenge_2017/

5https://synalp.gitlabpages.inria.fr/
webnlg-challenge/challenge_2020/

6https://synalp.gitlabpages.inria.fr/
webnlg-challenge/challenge_2023/

https://aclanthology.org/venues/inlg/
https://synalp.gitlabpages.inria.fr/webnlg-challenge/
https://synalp.gitlabpages.inria.fr/webnlg-challenge/
https://github.com/MichaelOliverio/DipInfo-UniTo-GEM24
https://github.com/MichaelOliverio/DipInfo-UniTo-GEM24
https://synalp.gitlabpages.inria.fr/webnlg-challenge/challenge_2017/
https://synalp.gitlabpages.inria.fr/webnlg-challenge/challenge_2017/
https://synalp.gitlabpages.inria.fr/webnlg-challenge/challenge_2020/
https://synalp.gitlabpages.inria.fr/webnlg-challenge/challenge_2020/
https://synalp.gitlabpages.inria.fr/webnlg-challenge/challenge_2023/
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et al., 2021). In the latest WebNLG challenge, sev-
eral pipelines emerged to generate more accurate
outputs, incorporating techniques such as data split-
ting to reduce the input data and backtranslation
for low-resource languages (Kumar et al., 2023).

3 GEM 2024 RDF-to-Text Task
Description

The GEM Shared Task 2024 focuses on text sum-
marization and RDF-to-Text generation. Our partic-
ipation is limited to the second task, which involves
generating verbalizations from a set of RDF triples.
These triples, consisting of a subject, predicate, and
object. The shared task provides six files contain-
ing RDF triples extracted from the web. Three
of these files each contain 1, 799 inputs extracted
from WebNLG and are classified as “seen” inputs,
because these data could have corresponding gold-
standard verbalizations that can be used to train
potential statistical or neural systems. The other
three files each contain 1, 800 inputs extracted from
Wikipedia, for which no gold-standard verbaliza-
tions are available online. These inputs are there-
fore classified as “unseen” inputs. These files con-
tain triples extracted directly from WebNLG and
Wikidata, altered triples where the subject or object
has been changed and triples with entities gener-
ated using LLM prompting. The task is designed
for multiple languages, including English, Chinese,
German, Russian, Spanish, Korean, Hindi, Swahili,
and Arabic. In our case, we have chosen to partici-
pate in the task using only English.

4 English WebNLG Corpus Description

WebNLG is a corpus containing data units, a set
of RDF triples, each paired with one or multiple
natural language expressions handwritten by ex-
pert annotators, where verbalizations express the
semantics of the corresponding data units. For in-
stance:

Data unit:
(Ajoblanco country Spain)
(Ajoblanco ingredient Garlic)

Verbalization:
Garlic is an ingredient used in Ajoblanco which

originates from the country of Spain.

The triples are extracted from 15 different DBpe-
dia categories, including Food, City, and others.
The authors selected a wide range of categories to
create a resource with a high variety of data (Perez-
Beltrachini et al., 2016). The data units contain
triples with diverse types of relationships. Among

these are chains, where the object of a triple be-
comes the subject of another triple. There are also
siblings, where distinct triples share the same sub-
ject. Furthermore, certain data units exhibit mixed
relationships, containing both sibling and chain-
related triples within them (see Figure 1). The
extraction of these triples with varied relationships
aimed to capture a wide range of linguistic struc-
tures.

Figure 1: (a) The triples in the data unit are chain-related
to each other. USA is the subject of the second triple and
the object of the first one. (b) The relation between
triples in the data unit is defined as sibling. Abilene is
the subject of all the triples. (c) Some triples in the data
unit are sibling-related, while others are chain-related,
hence they are referred to as triples in a mixed relation

The latest version of English WebNLG is 3.0, re-
leased during the WebNLG challenge in 2020. This
version contains 18, 812 data units with 47, 195
verbalizations. The corpus has been divided into
training, development, and test sets, each consist-
ing of data units containing 1 to 7 RDF triples.

5 The SGA Pipeline

Our work is based on the SGA pipeline, illustrated
in Figure 2, which consists of three main steps:
Data Unit Splitting (S), RDF-to-Text generation
(G), and Sentence Aggregation (A). While the first
step is based on a symbolic deterministic algorithm,
the second and third steps rely on LLMs. We chose
this modular approach to mitigate the “hallucina-
tions” of LLMs’ holistic approach. This was done
because we hypothesize that as the amount of input
data increases, the performance of LLMs in terms
of adequacy and fluency decreases. In the shared
task, the provided data units contain up to seven
triples. To address these issues, we simplified the
problem by dividing the data units into separate sets
of triples, which were then verbalized through an
RDF-to-Text system and unified using a Sentence
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Figure 2: The SGA pipeline we propose begins with structured data, which is divided using a Data Unit Splitting
Algorithm. Next, a RDF-to-Text System generates corresponding verbalizations, which are then unified using a
Sentence Aggregation System.

Aggregation system.

5.1 Data Unit Splitting Description

Algorithm 1: Data Unit Splitting Algorithm

Data: Triples, Max triples per set
Result: Triples sets
subjects_dict = {} objects_dict = {}
foreach t in triples do

subjects_dict[t.subj].append(t)
foreach t1 in triples do

if t.subj == t1.obj then
objects_dict[t1.obj].append(t1)

end
end

end
merged_dict = {}
foreach subj, s_triples in subjects_dict do

merged_dict[subj] = s_triples
if subj in objects_dict then

foreach o_triple in obj_triples[subj]
do

if not find(o_triple, merged_dict)
then

merged_dict[subj].append(o_triple)
end

end
end

end
return generate_sets(merged_dict,

max_triples);

As described in Section 4, the data units in the
test sets provided by the GEM Shared Task could
also have different shape types, representing vari-
ous relationships between them, namely chain, sib-
ling, and mixed type. To reduce the complexity of
the data units, i.e., reducing the number of triples
in each unit, the main idea is to divide data units

into subsets of triples, with a maximum of three
triples per set. To achieve this goal, we analyze the
shape of each data unit to identify the relationships
between triples. Unfortunately, the data units pro-
vided by GEM do not contain information about
the shape type. Therefore, we created a Splitting al-
gorithm to find the relationship between triples and
divide them based on the retrieved information (cf.
Algorithm 1). The Splitting algorithm processes
triples within a data unit by storing those with
identical subjects in subjects_dict and those
whose objects appear as subjects in other triples
in objects_dict. It splits each triple into subject,
predicate, and object, using the subject as the key
in subjects_dict and checking if the subject ap-
pears as an object in other triples. If so, those triples
are added to objects_dict. After populating both
subjects_dict and objects_dict, the algorithm
merges these dictionaries into a unified structure
called merged_dict. This involves copying entries
from subjects_dict into merged_dict. For keys
that are present in both dictionaries, the algorithm
checks if any triple from subjects_dict is already
listed under that key in merged_dict. If a triple is
not found in the existing list, it is added to the list,
capturing the chain relationships between triples.
Once the dictionaries are merged, the algorithm
addresses cases where any key in merged_dict
contains more than three values. It splits these lists
into chunks of up to three items each, dividing the
triples based on their order. For instance, if there
are four triples, the first three are grouped into one
subset, while the fourth is placed in a separate sub-
set. This method ensures that no list becomes too
large, making the data easier to process and analyze.
The choice of three as the chunk size is based on
a qualitative analysis of the results from the SGA
pipeline. For example, given this data unit with
four triples:
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(Trafford ground Estadio_Hirschi)
(Estadio_Hirschi location Itamarati)
(Trafford league League_One)
(League_One country USA)

The dictionaries obtained by the splitting algo-
rithm are:

subjects_dict: [
"Trafford": [

"Trafford ground Estadio_Hirschi",
"Trafford league League_One",

],
"Estadio_Hirschi": [

"Estadio_Hirschi location Itamarati",
],
"League_One": [

"League_One country USA"
]

]

objects_dict: [
"Estadio_Hirschi": [

"Trafford ground Estadio_Hirschi",
],
"League_One": [

"Trafford league League_One"
]

]

merged_dict: [
0: [

"Trafford ground Estadio_Hirschi",
"Trafford league League_One",

],
1: [

"Estadio_Hirschi location Itamarati",
],
2: [

"League_One country USA"
]

]

The resulting subsets are:
Set 1:

Trafford ground Estadio_Hirschi
Trafford league League_One

Set 2:
Estadio_Hirschi location Itamarati

Set 3:
League_One country USA

For each set, the corresponding verbalizations
will be generated using the approach described in
the next section.

5.2 RDF-to-Text Description
Addressing the challenge of converting RDF data
into natural language, and following the state-
of-the-art, we built an RDF-to-Text system by
fine-tuning a LLM, using the English version of
WebNLG 3.0 for training. Before fine-tuning, we
preprocessed the corpus by removing vertical bars
between triple elements, sorting the triples alpha-
betically by predicate, and then concatenating them.
For instance:

Data unit:
(Trafford | league | League_One)
(Trafford | nickname | Steve_Bright)

Pre-processed data unit:
(Trafford league League_One
Trafford nickname Steve_Bright)

We chose to fine-tune two different LLMs,
specifically LLaMA-2 and Mistral, to evaluate
their performance and selected the best-performing
model for the GEM Shared Task. We opted for
the 7 billion parameter versions of LLaMA-2 and
Mistral models.78 Moreover, we used a QLoRA
quantization technique (Dettmers et al., 2023) to
simplify the fine-tuning process and reduce the
computational impact, using the following parame-
ters: the LoRA attention dimension (lora_r) was
set to 64, the alpha parameter for LoRA scaling
(lora_alpha) was set to 16, and the dropout prob-
ability for LoRA layers (lora_dropout) was set
to 0.1. Additionally, we fine-tuned the models
using only 20% of the dataset. Our training set
comprised 7, 085 examples, and the development
set included 893 instances. In both models, a
single training epoch and a batch size of 4 were
used. Furthermore, the following hyperparame-
ters were employed: the maximum gradient norm
for gradient clipping was set to 0.3, the initial
learning rate for the AdamW optimizer was set
to 2× 10−4, the weight decay applied to all layers
except bias/LayerNorm weights was set to 0.001,
and the optimizer used was “paged_adamw_32bit”.
The learning rate schedule followed a cosine pat-
tern, with the number of training steps set to −1,
and a linear warmup ratio of 0.03.

5.3 Sentence Aggregation Description

In this phase, we show how we aggregated the
sentences generated in the previous step (RDF-to-
Text) to achieve the final verbalization. This was
accomplished using an LLM zero-shot prompting
technique. After a qualitative assessment of the
output with different prompts, the chosen one was:

“Instruction=“You have to aggregate and para-
phrase together the following sentences. You have
to generate the result in Italian.”
Input: Text1: “...”, Text2: “...”, ...
Output:“””

We filled this prompt with the texts generated
in the previous step, where verbalizations for each

7https://huggingface.co/meta-llama/Llama-2-7b
8https://huggingface.co/mistralai/

Mistral-7B-v0.1

https://huggingface.co/meta-llama/Llama-2-7b
https://huggingface.co/mistralai/Mistral-7B-v0.1
https://huggingface.co/mistralai/Mistral-7B-v0.1


63

subset of triples were created. For the GEM Shared
Task, after a qualitative evaluation of the perfor-
mance of Mistral-7B and LLaMA-2-7B in the SGA
pipeline, we chose to use the former model for both
the RDF-to-Text and sentence aggregation steps.

6 Results

In this section, we present the results provided by
the organizers for the various systems participating
in the GEM Shared Task, evaluated on different
subsets of data. The performance of these systems
are compared using metrics such as BLEU, ME-
TEOR, chrF++, and Bert F1 for the English tasks.
The evaluation was conducted using 180 selected
data points, each associated with a single reference
text. It is important to note that the use of only one
reference per data point might lead to lower scores
compared to evaluations with multiple references
or a larger number of data points.

D2T-1-FA The D2T-1-FA subtask consists of
data units directly extracted from the WebNLG
test set. In this task, the DipInfo-UniTo system
demonstrated excellent performance with a BLEU
score of 32.31, making it the top system in this met-
ric. Additionally, it achieved great results across
other metrics, ranking among the best systems for
this task (see Table 1).

D2T-1-CFA This subtask involves switching enti-
ties in the data units extracted from WebNLG (e.g.,
replacing a person entity with another person en-
tity, a date with another date, etc.). DipInfo-UniTo
achieved the highest scores across all metrics, sur-
passing the other participants by a significant mar-
gin, making it the best system for this task (see
Table 2).

D2T-1-FI In the D2T-1-FI subtask, which is the
most challenging of all the D2T-1 dataset, data
units were first extracted from WebNLG and then
modified with entities generated by an LLM. The
DipInfo-UniTo system achieved the highest scores
across all metrics, maintaining a significant lead
over the other systems, like in the previous subtask
(see Table 3).

D2T-2-FA This subtask involves data units di-
rectly extracted from Wikidata. The DipInfo-UniTo
system achieved the highest score on the Bert F1
metric (0.937) and ranked as the second-best sys-
tem in the other metrics, just behind SaarLST (see
Table 4)

D2T-2-CFA The D2T-2-CFA subtask features
data units extracted from Wikidata with swapped
entities. The DipInfo-UniTo system achieved a
BLEU score of 32.01, the highest among all sys-
tems. It was also the second-best in the other met-
rics, showcasing its strong performance. Specif-
ically, SaarLST outperformed DipInfo-UniTo in
METEOR and chrF++, while DCU-NLG-PBN ex-
celled in the Bert F1 metric (see Table 5).

D2T-2-FI Finally, the D2T-2-FI subtask involves
data units from Wikidata with entities generated by
an LLM. The DipInfo-UniTo system demonstrated
strong performance, achieving a BLEU score of
21.26, the highest among all participants. It also
ranked second in the other metrics for this task,
being outperformed by SaarLST in METEOR and
chrF++, and by DCU-NLG-PBN in the Bert F1
metric (see Table 6)

In conclusion, the DipInfo-UniTo system has
proven to be highly competitive across all tasks,
frequently achieving the highest scores among par-
ticipants and only falling slightly short in other
cases, demonstrating excellent generalization abil-
ity across various datasets.

7 Conclusion

The main objective of this work was to enhance the
performance of LLMs in RDF-to-Text generation.
To achieve this, we employed NLG techniques with
LLMs to develop the SGA pipeline designed to sim-
plify the task and improve the quality of the outputs.
To demonstrate the effectiveness of this technique,
we compared the performance of LLaMA-2 and
Mistral models both with fine-tuning and within
the SGA pipeline. The results show that our ap-
proach improves performance on the RDF-to-Text
task. The developed system demonstrated strong
competitiveness across all tasks in the GEM 2024,
achieving the highest scores in some cases while
narrowly missing out in others. This performance
underscores its good ability to generalize across
various datasets. Future work could involve refin-
ing this technique by fine-tuning the models to bet-
ter specialize in sentence aggregation, developing
a more sophisticated data splitting algorithm, and
integrating additional NLG techniques to produce
more fluent and accurate text.

8 Limitations

The main limitation of our work was the limited
computational resources available. To achieve bet-
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ter results, it would be necessary to use the entire
WebNLG 3.0 corpus for fine-tuning the models,
employ larger LLMs, and analyze performance by
adjusting training hyperparameters to identify the
configurations that yield the best performance.
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System ID BLEU METEOR chrF++ Bert F1
DCU-ADAPT-modPB 30.78 0.332 0.555 0.935

DCU-NLG-PBN 29.08 0.33 0.555 0.933
DCU-NLG-Small 27.0 0.314 0.537 0.93

DipInfo-UniTo 32.31 0.346 0.58 0.933
OSU-CompLing 30.03 0.335 0.566 0.932

RDFpyrealb 26.37 0.331 0.551 0.928
SaarLST 29.7 0.347 0.581 0.931

Table 1: Metrics scores on the D2T-1-FA English task (1 reference text per data point).

System ID BLEU METEOR chrF++ Bert F1
DCU-ADAPT-modPB 26.98 0.299 0.515 0.924

DCU-NLG-PBN 25.2 0.297 0.513 0.923
DCU-NLG-Small 22.98 0.279 0.488 0.918

DipInfo-UniTo 29.01 0.315 0.543 0.926
OSU-CompLing 24.45 0.293 0.514 0.92

RDFpyrealb 21.67 0.291 0.495 0.918
SaarLST 23.48 0.307 0.524 0.921

Table 2: Metrics scores on the D2T-1-CFA English task (1 reference text per data point).

System ID BLEU METEOR chrF++ Bert F1
DCU-ADAPT-modPB 26.54 0.318 0.539 0.921

DCU-NLG-PBN 26.02 0.322 0.549 0.92
DCU-NLG-Small 20.85 0.292 0.507 0.914

DipInfo-UniTo 28.24 0.342 0.587 0.924
OSU-CompLing 21.44 0.306 0.537 0.915

RDFpyrealb 21.97 0.31 0.527 0.917
SaarLST 20.76 0.331 0.557 0.917

Table 3: Metrics scores on the D2T-1-FI English task (1 reference text per data point).

System ID BLEU METEOR chrF++ Bert F1
DCU-NLG-PBN 23.96 0.295 0.49 0.936
DCU-NLG-Small 19.48 0.26 0.438 0.925

DipInfo-UniTo 27.22 0.304 0.512 0.937
OSU-CompLing 24.97 0.295 0.496 0.934

RDFpyrealb 19.97 0.287 0.479 0.921
SaarLST 28.25 0.32 0.538 0.934

Table 4: Metrics scores on the D2T-2-FA English task (1 reference text per data point).

System ID BLEU METEOR chrF++ Bert F1
DCU-NLG-PBN 30.34 0.348 0.581 0.937
DCU-NLG-Small 24.9 0.3 0.51 0.923

DipInfo-UniTo 32.01 0.354 0.592 0.936
OSU-CompLing 27.06 0.334 0.567 0.93

RDFpyrealb 25.05 0.335 0.561 0.923
SaarLST 26.47 0.359 0.597 0.929

Table 5: Metrics scores on the D2T-2-CFA English task (1 reference text per data point).

System ID BLEU METEOR chrF++ Bert F1
DCU-NLG-PBN 20.46 0.3 0.49 0.924
DCU-NLG-Small 16.88 0.267 0.442 0.914

DipInfo-UniTo 21.26 0.307 0.502 0.923
OSU-CompLing 16.9 0.282 0.475 0.917

RDFpyrealb 16.28 0.286 0.472 0.916
SaarLST 20.16 0.315 0.518 0.919

Table 6: Metrics scores on the D2T-2-FI English task (1 reference text per data point).
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