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Abstract

Recent advancements in vision-and-language
models have opened new possibilities for nat-
ural language generation, particularly in gen-
erating creative stories from visual input. We
thus host an open-sourced shared task, Visu-
ally Grounded Story Generation (VGSG), to
explore whether these models can create co-
herent, diverse, and visually grounded narra-
tives. This task challenges participants to gen-
erate coherent stories based on sequences of
images, where characters and events must be
grounded in the images provided. The task is
structured into two tracks: the Closed track
with constraints on fixed visual features and
the Open track which allows all kinds of mod-
els. We propose the first two-stage model using
GPT-4o as the baseline for the Open track that
first generates descriptions for the images and
then creates a story based on those descrip-
tions. Human and automatic evaluations in-
dicate that: 1) Retrieval augmentation helps
generate more human-like stories, and 2) Large-
scale pre-trained LLM improves story quality
by a large margin; 3) Traditional automatic met-
rics can not capture the overall quality.1

1 Introduction

Vision-based language generation (VLG) is the
generation of text from visual input and is an im-
portant task in natural language generation and
artificial intelligence. Recently, large pre-trained
vision-and-language models (VLMs), such as GPT-
4 (OpenAI, 2023) and Gemini (Reid et al., 2024),
have achieved remarkable performance across sev-
eral multimodal tasks, including image captioning
(Vinyals et al., 2016), visual question answering
(Goyal et al., 2017), and visual dialogue generation
(Das et al., 2017).

Although these advancements are notable, most
of the current tasks involve predicting labels or

1Source code and pre-trained models are available at
https://vgsg2024.github.io/

generating short pieces of text (typically under 30
words). It remains uncertain whether the latest
VLMs can create longer, coherent texts consisting
of multiple sentences based on visual input. The
evaluation of long stories is still challenging (Min
et al., 2023). On the other hand, humans can eas-
ily generate extended and logically connected text
from visual stimuli. To further assess VLMs, a task
more aligned with human capabilities is necessary
(Bubeck et al., 2023).

Previous tasks have been designed to evaluate
the ability of VLMs to produce more extended
outputs, such as visual paragraphs (Krause et al.,
2017), localized narratives (Pont-Tuset et al., 2020),
and video captioning (Voigtlaender et al., 2023).
However, these tasks primarily focus on literal de-
scriptions, where sentences remain independent
rather than forming a coherent whole. Coherence,
especially local coherence—defined as the relation-
ships between entities in a given context—is fun-
damental to human language comprehension and
production. In vision and language research, local
coherence is crucial for several reasons: 1. Im-
proved models of local coherence can enhance the
performance of vision-language tasks, such as text-
to-image retrieval (Park and Kim, 2015). 2. Ac-
curately modeling coherence is essential for devel-
oping event knowledge, as events revolve around
entities. Stronger event modeling enhances vision-
language pre-training (Zellers et al., 2021, 2022).

Story generation is a widely researched task in
natural language generation and is frequently used
to assess whether large pretrained models can track
entities (Paperno et al., 2016) and produce locally
coherent texts. Unlike image captions, stories in-
volve multiple characters and events, with recurring
entities interacting with one another and their sur-
roundings. Moreover, the importance of characters
and relevant content is central to successful story
creation (Goldfarb-Tarrant et al., 2020). We con-
tend that story generation is an appropriate bench-

https://vgsg2024.github.io/
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Travel Blogs
sorry to be absent lately 
mes cheris but it was 
necessary to put myself on a 
little nyc staycation. with 
all the running around i 
have done in the last couple 
months i finally had the 
opportunity to rest …

went shopping in soho. i 
love passing all the 
creative storefronts around 
that nabe. how fun and regal 
are these doors?

you know it's going to be a 
good day when you start off 
your morning with magnolia 
bakery breakfast. raspberry 
crumb muffin coffee infinity 
scarf and gaga glasses. done 
and done. 

i watched the enterprise 
space shuttle fly over 
manhattan as it made its 
voyage to its new nyc home 
at the intrepid air and 
space museum. bonus points 
for living on the hudson 
river? …

had an all day long 
adventure to ikea on 
saturday which of course 
consisted of taking the nyc 
water taxi out to brooklyn's 
ikea. the southstreet 
seaport is always a great 
photo …

Visual Wri0ng Prompts (Ours)
Jack was on a call 
with a client, 
getting stressed 
over a business 
deal that wasn't 
going well.

Jack put the phone 
down after an 
unsuccessful deal 
and decided to go 
get a coffee at 
the nearby coffee.

At the coffee 
shop, he started 
talking to the 
waiter Will about 
the unfortunate 
call.

Will told him he 
would convince the 
client to accept 
the deal if he 
could work for 
Jack.

Will then called 
the client and 
successfully 
struck the deal.

Will

Jack

Jack

Jack

Will Jack

Jack Will

Visual Storytelling  
Shoppers riding 
the escalator at 
the mall.

So many people 
are shopping 
today.

Two friends 
going into the 
mall for the 
great sales.

Three men in 
yellow vest 
outside the 
mall.

Picture of the 
old home we will 
visit on 
vacation.

Figure 1: Example of Visual Grounded Story Gener-
ation on Visual Writing Prompts dataset. The dataset
has recurring characters across all five images and sub-
stories. Each occurrence of a character in a sub-story
has a bounding box in the corresponding image, which
grounds the textual appearance to visual input.

mark for testing the ability of VLMs to generate
coherent text.

In response, we introduce a new shared
task called Visually Grounded Story Generation
(VGSG), which challenges VLMs to generate co-
herent, diverse, and visually grounded stories. This
task presents two primary challenges: 1. The char-
acters in the stories must be grounded in the im-
ages, meaning their actions and descriptions should
align with the visual information provided. 2. The
generated stories must be coherent, with a clear
beginning, middle, and end, and maintain a logical
progression from one sentence to the next. Our
goal is to Identify the pros and cons of the current
VLMs and automatic metrics on this task.

We conduct both automatic and human evalua-
tions. For automatic evaluations, we mainly em-

ploy traditional metrics, including BLEU scores (B;
Papineni et al., 2002), METEOR (M; Banerjee
and Lavie, 2005), ROUGE-L (R; Lin, 2004), and
CIDEr (C; Vedantam et al., 2015), to set up an effi-
cient standard evaluation pipeline for this task. We
also follow Hong et al. (2023b) to create a solid hu-
man evaluation across properties for good stories
including Coherence, Diversity, Grammaticality,
Visual Grounding, and Overall quality.

Our major findings are 1) Retrieval augmenta-
tion based on visual input similarities aids in gen-
erating more human-like stories; 2) Large-scale
pre-trained language models significantly enhance
story quality in that proprietary models with large-
scale pre-training are still difficult to outperform
using smaller models; and 3) Traditional automated
metrics are inadequate in assessing overall quality
because they do not correlate with human judg-
ments.

Through this shared task, we hereby call for fur-
ther research on visually grounded story genera-
tion, especially on the evaluation of the excessively
long output from the models with large-scale pre-
training.

2 Task Description

We define the VGSG task as follows: given a se-
quence of images (like the first column of Figure
1) the system needs to generate a coherent short
story conditioned on the image sequence (like the
second column of Figure 1). In addition, the gener-
ated story should contain the characters seen in the
image sequence.

The VGSG shared task focuses on coherent and
visually grounded stories with high diversity.

2.1 Datasets

We use four datasets for evaluation, two of which
provide grounding annotations for characters. One
of these is our own Visual Writing Prompts dataset:

Visual Writing Prompts (VWP; Hong et al.,
2023b), a vision-based dataset that contains 2K
image sequences aligned with 12K human-written
stories in English.2 Each image corresponds to a
part of a story. Instances of each protagonist are
annotated with the character’s name (see Figure 1).

We follow Hong et al. (2023b) to use the default
data split, that is 11778 for train, 849 for validation,

2https://vwprompt.github.io/

https://vwprompt.github.io/
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and 586 for test3.
VIST-Character by Liu and Keller (2023) which
has visual and textual annotations for recurring
characters in 770 stories from the test split of the
VIST dataset (Huang et al., 2016), along with an
importance rating of all characters in any story.4

We only use it for evaluation.
We also evaluate on these datasets:

Travel blogs (TB; Park and Kim, 2015) are two
datasets with 10K image sequence-story pairs ex-
tracted from travel blogs of visiting New York City
or Disneyland.
Movie Synopses Associations (MSA; Xiong et al.,
2019) contains movie synopses from 327 movies
where there are 4494 scenes aligned with corre-
sponding paragraphs in synopses.

2.2 Tracks

We ran two evaluation tracks for this task:
Closed Track focuses on exploring Language and
Vision Mapping methods and Language Generation
models through a controlled experiment where the
visual encoder is fixed. We provide extracted visual
features from a pre-trained vision model. Partici-
pants must use these features as input (instead of
raw images) to train their models on the provided
dataset.
Open Track aims to test the state-of-the-art on the
task. Participants can use all kinds of resources,
including pre-trained models and additional text
or vision-only datasets. However, they cannot use
other vision and language datasets apart from the
provided dataset.

3 Evaluation and Results

In this section, we describe our designs for both au-
tomatic and human evaluations for the submissions.
The scripts for all automatic metrics be provided
after the submission system is open; human evalua-
tion be conducted after all submissions have been
received. We release the annotator instructions and
source code of all metrics after the shared task.

3.1 Automatic Evaluation

We use metrics in the following categories to eval-
uate the submissions:

3Please contact the authors for details on the other datasets
and how they are applied during the evaluation.

4https://github.com/iz2late/
VIST-Character

Reference-based metrics including unigram (B-
1), bigram (B-2), trigram (B-3), and 4-gram (B-
4) BLEU scores (B; Papineni et al., 2002), ME-
TEOR (M; Banerjee and Lavie, 2005), ROUGE-
L (R; Lin, 2004), and CIDEr (C; Vedantam et al.,
2015), which were used in the previous visual sto-
rytelling shared task (Mitchell et al., 2018). In our
initial proposal, we planned to use BERTScore (BS;
Zhang et al., 2020) which is effective in text sum-
marization. Unfortunately, we did not have enough
resources to run it by ourselves, because it requires
usage of a large amount of GPU time.
Grounding To measure the correctness of refer-
ring expressions of human characters in stories, we
use the character-matching (CM) metric defined in
(Hong et al., 2023a).
Diversity We use metrics used by Hong et al.,
2023b including the unique number of verbs, verb-
vocabulary ratio, verb-token ratio, percentage of
diverse verbs not in the top-5 most frequent verbs,
and unique:total ratios of predicate unigram, bi-
gram, and trigram.
Coherence Following Hong et al., 2023b, we use
the generative Entity Grid model to calculate the
log-likelihood based on entity transitions in system
outputs.

3.2 Human Evaluation

In natural language generation tasks, automatic
metrics do not provide a full understanding of the
quality of the generated text. Reference-based met-
rics, in particular, have been shown to not correlate
well with human judgment. In addition, several
important aspects of narratives such as creativity
and logical coherence are hard to judge using au-
tomatic evaluation. Therefore, we also conducted
a human evaluation for the submissions, focused
on narrativity (whether the generation is a story or
simply a description of images), character ground-
ing (correctness of referring expressions, model
hallucinations), and coherence. The scale of the
evaluation depends on the funding we have. We
also encouraged participants to perform their own
human evaluation and include the results in their
reports.

3.3 Baselines

We employ two models as baselines for each track.
EntityGrid (Hong et al., 2023b) is the baseline for
Closed track. It is a Transformer-based model that
adapts the visual features with pre-trained GPT-2.

https://github.com/iz2late/VIST-Character
https://github.com/iz2late/VIST-Character
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Team Model BLEU-1 BLEU-2 BLEU-3 BLEU-4 METEOR ROUGE-L CIDEr
baseline EntityGrid 37.12 13.86 7.33 3.96 34.27 14.78 0.65

team-DMG LLaVA-S 35.03 14.08 7.90 4.07 34.02 12.16 0.88

Table 1: Performance comparison of different teams on Closed track. All numbers are the higher the better.

Team Model BLEU-1 BLEU-2 BLEU-3 BLEU-4 METEOR ROUGE-L CIDEr
baseline GPT-4o 20.71 1.52 0.07 0.00 14.21 10.88 1.21
HTWK GPT4-RA 19.39 1.47 0.03 0.00 12.53 10.70 0.92

team-DMG LLaVA-O 22.28 2.56 0.14 0.00 18.09 13.51 1.64

Table 2: Performance comparison of different teams on Open track. †We observed extremely low numbers on
BLEU-4. All numbers are the higher the better.

GPT-4-GPT-4o (OpenAI, 2023) is the baseline for
Open track.

3.4 Teams and Models

There are two teams that participated in our tasks.
One team participated in the Open track only, and
the other team participated in both.
HTWK is a team from Leipzig University of Ap-
plied Sciences, Germany. They only participated in
the Open track. They employ two similarity retriev-
ers to find semantically closest samples from the
training set, which serve as examples for the multi-
modal generative model. First, an image similarity
retriever identifies the most similar images for each
image in the input sequence. A prompt is then con-
structed using the retrieved images along with their
descriptions, which are provided as examples for
the model to generate descriptions for each image.
Next, the method concatenates all the generated
descriptions and uses a textual similarity retriever
to find the most semantically related story. This
story serves as the example in the prompt, guiding
the model to generate a coherent and reasonable
narrative for the input sequence of images.
team-DMG is a team from the University of Am-
sterdam, Netherlands. They participated in both
tracks. For the Closed track, they proposed an up-
dated version of the TAPM model (LLaVA-S). To
enhance TAPM’s performance while maintaining
a lower parameter count, they replaced the origi-
nal language model with LLaVA, a state-of-the-art
large language model, and adapted the visual en-
coder accordingly. They utilized a 4-bit quantized
version of LLaVA and fine-tuned it using the LoRA
approach, focusing on the multi-head self-attention
blocks. Additionally, they improved the vision
component by supplementing ResNet-101 features
with representations extracted from a pre-trained

Vision Transformer (ViTbase) model.
For the Open track, they use a fine-tuned LLaVA

model (LLaVA-O), which is a general-purpose
multimodal foundation model similar to BLIP-2.
However, instead of focusing on model architec-
ture, LLaVA emphasizes training data and proce-
dure. It is notable for extending instruction-tuning
to the language-image multimodal space by train-
ing on vision-language instruction-following data.
This data is constructed by querying GPT-4 with
various in-context-learning prompts to generate
<image, caption> pairs from existing datasets like
COCO. LLaVA connects visual features with lan-
guage embeddings using a single linear layer, un-
like BLIP-2, which uses Q-Former. The team uses
LLaVA to generate stories in a zero-shot manner
under different linguistic context settings.

3.5 Automatic Metrics

Here we summarize the results for the Closed and
Open tracks in the tables above.

In the Closed track (Table 1), team-DMG’s
LLaVA-S model outperforms the baseline Enti-
tyGrid model in terms of CIDEr (0.88 vs. 0.65)
and BLEU scores, with notable improvements
in BLEU-2, BLEU-3, and BLEU-4, although
both models perform similarly in METEOR and
ROUGE-L. While team-DMG’s submission shows
competitive performance, the overall improvement
in BLEU and CIDEr suggests that the submis-
sions are gradually advancing beyond the baseline’s
entity-based approach.

For the Open track (Table 2), team-DMG’s
LLaVA-O model also surpasses the baseline GPT-
4o model, achieving the highest scores in BLEU-1,
BLEU-2, and ROUGE-L, as well as a significantly
better CIDEr score (1.64 vs. 1.21). In compari-
son, HTWK’s GPT4-RA performs slightly lower
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Model Coherence Diversity Grammaticality Grounding Overall

Closed
baseline (EntityGrid) 1.53 2.30 3.13 2.17 1.47

team-DMG (LLaVA-S) 1.72 2.85 2.98 1.74 1.47

Open
baseline (GPT-4o) 4.35 3.76 4.90 4.31 3.65

HTWK (GPT4-RA) 4.04 3.65 4.94 3.94 3.29
team-DMG (LLaVA-O) 1.41 2.67 3.08 1.47 1.33

Table 3: Human evaluation of teams in both tracks. Higher numbers are better for all measures.

across all metrics, trailing behind both the baseline
and team-DMG in key metrics such as METEOR
and CIDEr. Notably, despite the improvements,
all systems in both tracks still perform poorly in
higher-level BLEU metrics (BLEU-3, BLEU-4),
indicating challenges in producing more refined
n-gram matches.

Overall, while team-DMG’s models consistently
improve over the baselines in both tracks, there re-
mains room for further advancements, particularly
in terms of the more nuanced and detailed metrics
like higher-order BLEU scores. Additional analysis
may be needed to explore why these improvements
are not more pronounced across all metrics.

3.6 Human Evaluations

The human evaluation results for both the Closed
and Open tracks reveal notable differences in sys-
tem performance across various metrics, including
Coherence, Diversity, Grammaticality, Grounding,
and Overall scores.

Table 3 presents a comparison of different mod-
els evaluated on several criteria under both Closed
and Open settings. For the Closed setting, team-
DMG (LLaVA-S) achieves a slight improvement
in terms of Coherence (1.72) and Diversity (2.85)
compared to the baseline (EntityGrid), although
both models achieve the same overall score (1.47).
Grounding scores remain relatively low for both
models in this setting, with team-DMG scoring
1.74 and EntityGrid slightly higher at 2.17.

In the Open setting, the baseline model (GPT-4o)
outperforms all other models in nearly every cate-
gory, with a Coherence score of 4.35, Grammatical-
ity of 4.90, and Grounding of 4.31. HTWK (GPT4-
RA) follows closely with slightly lower Coherence
(4.04) and Grounding (3.94), but surpasses GPT-4o
in Grammaticality (4.94). In contrast, team-DMG
(LLaVA-O) shows lower scores across all metrics,
particularly in Coherence (1.41) and Grounding
(1.47), resulting in the lowest overall score of 1.33.

These results highlight that while team-DMG

demonstrates some advantages in Diversity and
Coherence under Closed conditions, the Open set-
ting models show a clear dominance of GPT-4o
and GPT4-RA, particularly in Grammaticality and
Grounding. Overall, the baseline models perform
better in terms of general language quality, while
team-DMG struggles to match their performance,
especially in the Open setting.

3.7 Case Study

We also conduct case study to inspect the gener-
ated stories. The results suggest that models like
GPT-4o and GPT4-RA are more adept at balanc-
ing narrative coherence, character interaction, and
environmental immersion, making them suitable
for tasks that require rich storytelling and visual
grounding. GPT-4o generates stories that are vi-
sually grounded on characters while GPT4-RA
generates stories that are more grounded on en-
vironments. In contrast, models like the baseline
EntityGrid and team-DMG LLaVA-O face chal-
lenges with redundancy, coherence, and character
development. Future improvements could focus on
refining character relations and enhancing logical
event progression to further bridge the gap between
generated narratives and human storytelling.

4 Related Work

VLG with Coherence. One relevant VLG task that
requires some sort of coherence in the generated
text is movie description (Rohrbach et al., 2015),
where the input is a video clip from the movie and
the output is the corresponding text description of
the scene. Chandu et al. (2019) propose a dataset
of procedural text from recipes with instructional
images, but characters are not explicitly annotated.
Unfortunately, the local coherence of the gener-
ated text is not evaluated in either of these tasks
(Mitchell et al., 2018). Visual Storytelling is a task
that requires local coherence, where the input is a
sequence of images and the output is a coherent
story (Huang et al., 2016). However, it is not specif-
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R-L C D G V O

baseline-
En1tyGrid

Liam was a soldier that was being held by a soldier . the enemy soldiers were 
shooting at the enemy soldiers . the soldiers are on top of a village trying to 
find the enemy . the enemy soldiers were hiding in the middle of the area trying to 
get them to get out . Oliver , Elijah and James are trying to get the best way to 
get the next move .

26.53 1.0 2.5 3 2.5 1

team-DMG-
LLaVA-S

Liam was checking that the gunfire was over .  one soldier started fired shots at 
the other .  he knew they were in trouble .  suddenly there was an explosion and 
people started screaming .  he knew it was the right time to escape .

24.54 4.5 4.5 3.5 4 3.5

baseline-
GPT-4o

The air was thick with smoke and the acrid scent of gunpowder as Sergeant Jameson 
led his squad through the war-torn streets. The once bustling city was now a 
desolate battlefield, with ruined structures and debris marking the path of 
destruction. Jameson, his helmet slightly askew, carried a rifle slung over his 
back, his eyes scanning the horizon for any sign of enemy movement.  Behind a 
makeshift barricade of sandbags, Corporal Davis and Private Miller crouched, their 
faces smeared with dirt and sweat. Davis, gripping a rocket launcher, took aim at a 
distant tank that rumbled ominously through the haze. Miller, his rifle at the 
ready, kept a vigilant watch, his heart pounding in his chest. …

12.01 4.0 4.5 5 4.5 4

HTWK- 
GPT4-RA

Amidst the chaos of a war-torn city, soldiers in combat gear surveyed the 
battlefield, shrouded in smoke and debris from recent explosions. Taking cover 
behind sandbags, they prepared for the next wave of combat, their eyes scanning the 
ruins for any signs of movement. The air was thick with tension as they navigated 
through the rubble, dodging flames and damaged military vehicles. Explosions echoed 
in the distance, urging them to stay alert. With every step, they braced for the 
unpredictable nature of battle, determined to survive the destruction that 
surrounded them and protect their comrades in this relentless conflict.

13.62 4.5 4.5 5 4.5 4.0

team-DMG- 
LLaVA-O

Liam and Noah are getting ready to leap a large helicopter from a field that is not 
already in the air .  the soldiers were all aiming to the direction of Olivia .  
the soldiers were ready to land and go into battle .  Noah and Liam look out over 
the soldiers who are dead .  they have fighting to do however and do not have time 
to go and see him .

16.17 1.5 3 3.5 1.5 2.0

Figure 2: Case study of generated/human-written stories given an example image sequence. We present the
ROUGE-L (R-L) for automatic evaluation. We also report the human evaluation scores of Coherence (C), Diversity
(D), Grammaticality (G), Visual Grounding (V), and Overall (O) quality.

ically designed to ensure that there are a tellable
event sequences depicted in the image sequences,
because the dataset used in this task, VIST, is based
on photo albums.

Visual Story Generation. Most of the previous
tasks for visual story generation have major limi-
tations: there is no sequence of events behind the
images (Park and Kim, 2015; Huang et al., 2016) or
the dataset is limited in scale (Xiong et al., 2019).
None of them can be used for evaluating visual
grounding. Mitchell et al. (2018) hosted the first
shared task of visual story generation. But there
are no automatic evaluations of either coherence
or visual grounding. Our shared task is the first to
jointly evaluate the coherence and visual grounding
of generated stories.

Story Generation There are several existing
datasets for generating a story conditioned on a
prompt such as previous context (Mostafazadeh
et al., 2016), title (Fan et al., 2018), keyword (Yao
et al., 2019), cue phrase (Xu et al., 2020), script (Pu
et al., 2022), story plot (Rashkin et al., 2020), or
detailed plots (Akoury et al., 2020). However, all
these datasets relying on textual prompts suffer
from the grounding problem that the meanings of
textual stories are grounded on textual symbols

(Harnad, 1990).

5 Conclusions

We organized the Visually Grounded Story Gener-
ation task (VGSG) this year for the first time. Al-
though Visual Language Models have made huge
progress in the past couple of years, they are gen-
erally not specifically designed with the intention
of producing narratively coherent and grounded
stories. This task provided further impetus for de-
velopment in this area. We obtained a couple of
submissions, although private communications sug-
gested that other potential participants instead de-
cided to retain their results for publication in other
venues. The training data and test platform were
mounted on the web and on HuggingFace in order
to enable further progress.

Consider the automatic measures: in the con-
trolled (Closed) experiment, the use of a LLaVA
model produced what appear to be modest improve-
ments, although the significance of the result is not
clear. However, in the Open experiment, it turned
out to be difficult to beat GPT-4o with another GPT
model, but using a LLaVA-based language model
brought noticeable improvements.

However, it should be noted that automatic eval-
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uations do not track the human evaluations. The
The submission made no difference in the Closed
track to the overall human evaluation, and the best
system in automatic evaluation had the worst out-
come in human evaluation. This was reflected in
our case study. This mismatch between automatic
and human evaluation highlights the need for better
automatic measures and for future work on this
topic to "go the extra mile" and produce robust
human evaluations.
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