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Abstract

The increasing prevalence of hate speech and
fake narratives on social media platforms poses
significant societal challenges. This study ad-
dresses these issues through the development
of robust machine learning models for two
tasks: (1) detecting hate speech and fake nar-
ratives (Task A) and (2) predicting the target
and severity of hateful content (Task B) in
code-mixed Hindi-English text. We propose
four separate CNN-BiLSTM models tailored
for each subtask. The models were evaluated
using validation and 5-fold cross-validation
datasets, achieving F1-scores of 74% and 79%
for hate and fake detection, respectively, and
63% and 54% for target and severity predic-
tion and achieved 65% and 57% for testing
results. The results highlight the models’ effec-
tiveness in handling the nuances of code-mixed
text while underscoring the challenges of under-
represented classes. This work contributes to
the ongoing effort to develop automated tools
for detecting and mitigating harmful content
online, paving the way for safer and more in-
clusive digital spaces.

1 Introduction

The ICON 2024 Shared Task on Decoding Fake
Narratives in Spreading Hateful Stories (Faux-
Hate)' (Biradar et al., 2024a) addresses a critical
issue in the digital age: the intersection of fake
narratives and hate speech. While enabling global
connectivity, social media platforms have become
hotspots for rapidly disseminating harmful and mis-
leading content. This toxic combination exacer-
bates societal divisions, fosters animosity, and of-
ten leads to real-world consequences. The shared
task emphasizes the need for innovative approaches
to detect and counter this dual threat, particularly in
code-mixed Hindi-English (Hinglish) text, which
poses unique linguistic challenges.

"https://sai-kartheek-reddy.github.io/
Shared-Task-on-Faux-Hate-Detection-at-ICON-2024

Faux-Hate refers to the spread of hate speech
rooted in fake narratives and misinformation delib-
erately constructed or shared to provoke hostility
and divide communities. These instances often
blend falsehoods with emotionally charged lan-
guage, making them more potent and harder to
detect. Addressing this problem requires a holistic
approach to discerning hate speech and misinforma-
tion within diverse and noisy online environments.

We employed a CNN-BiLSTM (Vetagiri et al.,
2024a) architecture to tackle the challenge for this
shared task. This hybrid model combines the
strengths of convolutional neural networks (CNNs)
(Vetagiri et al., 2023) and bidirectional long short-
term memory (BiLSTM) (Vetagiri et al., 2024b)
networks. CNNs are adept at capturing local
features and patterns within the text, while BiL-
STMs excel in modelling sequential dependencies
and contextual relationships. This combination
makes the model well-suited for processing com-
plex, code-mixed text, where both local nuances
and global context play a critical role.

The Faux-Hate shared task is designed to:

» Task A Detect fake narratives and hate speech
simultaneously.

— Fake: Binary label indicating if the con-
tent is fake (1) or real (0).

— Hate: Binary label indicating if the con-
tent is hate speech (1) or not (0).

» Task B Predict the target and severity of hate-
ful content:

— Target: Categorized as Individual, Or-
ganization, or Religion.

— Severity: Classified into Low, Medium,
or High.

* Encourage the development of methods robust
enough to handle code-mixed Hindi-English
text, a prevalent form of online communica-
tion in India.
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With the increasing prevalence of code-mixed
content on social platforms, traditional NLP mod-
els often struggle to deliver accurate predictions
due to linguistic diversity and noise. By integrat-
ing advanced architectures like CNN-BiLSTM, this
task aims to push the boundaries of what’s possible
in multilingual and multimodal hate speech detec-
tion. This shared task contributes to a growing
body of research to mitigate the harms caused by
toxic and misleading online narratives, ensuring
safer digital spaces for all.

2 Literature Survey

The detection of hate speech and fake narratives
has advanced significantly with the adoption of ma-
chine learning (ML) and deep learning (DL) tech-
niques. Early work predominantly relied on tradi-
tional ML approaches, such as Support Vector Ma-
chines (SVMs) and Naive Bayes, combined with
feature engineering techniques like term frequency-
inverse document frequency (TF-IDF) and n-grams
(Davidson et al., 2017; Waseem and Hovy, 2016).
While effective for smaller datasets, these methods
struggled with contextual understanding and often
failed to generalize across languages and nuanced
categories, such as implicit hate or sarcasm. Latent
Dirichlet Allocation (LDA) has also been applied
to uncover hidden topics within datasets, aiding
in identifying hate-related themes (Waseem and
Hovy, 2016).

Deep learning approaches have significantly im-
proved performance in this domain. Convolutional
Neural Networks (CNNs) are effective for cap-
turing local patterns in text, while Long Short-
Term Memory (LSTM) networks excel in mod-
elling sequential data (Badjatiya et al., 2017; Putra
et al., 2022). Hybrid architectures, such as CNN-
BiLSTM, leverage the strengths of both frame-
works, offering robust solutions for tasks involving
code-mixed text, including Hindi-English datasets
(Riyadi et al., 2024). Furthermore, transformer-
based architectures like BERT and RoBERTa have
set new benchmarks in detecting hate speech and
fake narratives by leveraging pre-trained language
models for better contextual understanding (Kenton
and Toutanova, 2019). These models are particu-
larly powerful in multilingual and low-resource
settings, often fine-tuned on hate speech datasets to
enhance domain-specific performance (Joshi et al.,
2020; Mnassri et al., 2024).

Recent advancements include the use of genera-

tive adversarial networks (GANs) for data augmen-
tation, which help mitigate class imbalance and
improve robustness (Mnassri et al., 2024; Beddiar
et al., 2021). Multimodal approaches, integrating
textual and visual inputs, have been employed for
tasks like detecting hateful memes and fake narra-
tives involving images (Kiela et al., 2020). How-
ever, challenges persist in explainability, as deep
learning models often act as "black boxes." This
has motivated researchers to integrate explainable
Al (XAI) techniques, ensuring more interpretable
and ethical model predictions (Arrieta et al., 2020).
Despite these challenges, the field continues pro-
gressing, with innovations targeting online con-
tent’s nuanced and multilingual nature.

3 Dataset

The dataset for the Faux-Hate (Biradar et al.,
2024b) shared task has been meticulously cu-
rated to reflect real-world challenges in detecting
fake narratives and hate speech within code-mixed
Hindi-English social media text. It consists of three
files shared across the training, validation, and test
phases, supporting both Task A: Binary Faux-Hate
Detection and Task B: Target and Severity Predic-
tion. For Task A, each text sample in the dataset is
labelled with two binary annotations: Fake, indicat-
ing whether the content is fake (1) or real (0), and
Hate, indicating whether the content contains hate
speech (1) or not (0). Task B extends this with
additional labels: Target, identifying the intended
target of the hate speech as either Individual (I),
Organization (O), or Religion (R), and Severity,
specifying the intensity of the hate speech as Low
(L), Medium (M), or High (H).

The dataset is released in three phases to facil-
itate model development and evaluation. Details
of the dataset distribution are presented in Table 1,
the training set comprising 6,396 samples. The val-
idation set contains 800 samples. Finally, the test
set consists of 800 samples.

Dataset  Number of Samples Supports Task
Train 6,396 Task A & B
Validation 800 Task A & B
Test 800 Task A & B

Table 1: Dataset Distribution for Faux-Hate Tasks

Table 2, presents the statistics for Task A, with
one table corresponding to the training set and the
other to the validation set. These tables include



0 1 0 1
Hate 2,295 4,101 Hate 287 513
Fake 3,110 3,286 Fake 513 423
(a) Train (b) Validation

Table 2: Statistics for Task A Train and Validation
Datasets.

N/A (0] I R
Target 2,295 2279 1,081 741
Severity 2,295 582 1,559 1,960

Table 3: Task B - Train Dataset Target and Severity
Statistics

rows for the Hate and Fake labels, displaying their
respective counts for both 0 (no) and 1 (yes). The
subsequent two tables, 3 and 4, present the statis-
tics for Task B, with separate tables for the training
and validation sets. These tables display the dis-
tribution of the Target and Severity labels. The
Target column refers to the categories: N/A (Not
Applicable), O (Organization), I (Individual), and
R (Religion), while the Severity column indicates
the intensity levels: N/A, H (High), M (Medium),
and L (Low). The dataset is provided in xIsx for-
mat, where each row corresponds to a text sample
with its associated labels. For Task A, the files in-
clude the Fake and Hate columns, while for Task B,
they also include the Target and Severity columns.

4 Methodology

In this work, we propose two separate deep learning
models for addressing the tasks of detecting fake
narratives and hate speech in code-mixed Hindi-
English social media text. Both models are based
on the CNN-BiLSTM architecture’ as shown in
figure 1, known for capturing local features and
contextual dependencies in sequential data. The
methodology for each task is described below.

4.1 Task A: Hate and Fake Detection

For Task A, which involves detecting whether a
given text contains hate speech (Hate = 1) or not
(Hate = @) and whether the content is fake (Fake
= 1) orreal (Fake = 0), two separate models are
developed. The architecture and workflow are as
follows:

* Text Representation: Each input text se-
quence is tokenized and converted into dense
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Figure 1: Proposed CNN-BiLSTM Model Architecture
for Hate Speech and Fake Narrative Detection

vector embeddings using pre-trained word em-
bedding techniques. These embeddings en-
code the semantic meaning of the words in a
continuous vector space.

* CNN Layer: Convolutional layers are applied
to capture local n-gram features in the text.
The filters slide over the embeddings to extract
significant patterns indicative of hate speech
and fake narratives.

* BiLSTM Layer: The feature maps generated
by the CNN are passed through a Bidirectional
Long Short-Term Memory (BiLSTM) layer.
The BiLSTM processes the sequence in both
forward and backward directions, capturing
the long-range dependencies and contextual
relationships.

* Classification Layers:
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— The first model outputs a binary predic-
tion for hate speech detection (Hate = 1
or Hate = 0).

— The second model outputs a binary pre-
diction for fake narrative detection (Fake
= 1 or Fake = 0).

4.2 Task B: Target and Severity Prediction

Task B involves predicting the target (N/A, O for
Organization, I for Individual, R for Religion) and
severity (N/A, H for High, M for Medium, L for Low)
of hateful content. Two models are developed for
this task:

* Text Representation: As with Task A, word
embeddings are used to convert the input text
into a dense vector representation.

* CNN Layer: Convolutional layers are used to
identify patterns and n-grams associated with
different target categories and severity levels.

* BiLSTM Layer: The BiLSTM layer pro-
cesses the output of the CNN, capturing the
sequential and contextual dependencies within
the text.

* (Classification Layers:

— The first model outputs a categorical pre-
diction for the target of the hateful con-
tent (N/A, 0, I, R).

— The second model outputs a categorical
prediction for the severity level (N/A, H,
M, L).

4.3 Experimental Setup

The experiments are conducted using a Python-
based deep learning framework. The training and
validation datasets for each task are preprocessed to
normalize text, tokenize words, and pad sequences
to a fixed length. The following table summarizes
the hyperparameters used for training both models:

4.4 Training and Optimization

Both models are trained separately using labelled
datasets for their respective tasks. Each model
minimizes a binary cross-entropy loss function dur-
ing training, as shown in Tabel 5. The Adam op-
timizer is employed for parameter optimization,
with a learning rate tuned for optimal performance.
Dropout is applied to prevent overfitting during
training.

Hyperparameter Value

Embedding Dimension 300
Convolutional Filters 128

Kernel Size 3
LSTM Units 100
Dropout Rate 0.5
Batch Size 64
Optimizer Adam

Learning Rate 0.001
Loss Function Binary Cross-Entropy
Epochs 15

Table 5: Hyperparameters Used in Model Training

4.5 Evaluation Metrics

To evaluate the performance of the models, metrics
such as precision, recall, and F1-score are com-
puted for Task A. For Task B, weighted accuracy
and macro F1-score are used to assess the models’
ability to predict targets and severity levels. Re-
sults are reported separately for each task, ensuring
a comprehensive analysis of all four models.

5 Results

The proposed CNN-BiLSTM models were evalu-
ated on the validation dataset and through 5-fold
cross-validation to assess their performance on the
tasks of Hate and Fake detection (Task A). The
results demonstrate the models’ ability to effec-
tively handle the challenges posed by code-mixed
Hindi-English social media text.

5.1 Task A: Evaluation on Validation Data

The performance of the models was first evaluated
on the validation dataset after training on the train-
ing dataset. Table 6 presents the precision, recall,
F1-score, and accuracy for the Hate detection and
Fake detection models.

Model Accuracy Precision Recall F1-Score
Hate 74.0% 74.0% 74.0%  74.0%
Fake 77.6% 78.0% 77.0%  77.0%

Table 6: Task A Validation Dataset Results

5.2 Epoch-wise Training Performance

The epoch-wise training performance of the models
was analyzed to track the progression of accuracy
and loss during training and validation. Figure 2
depict the confusion matrix for the Hate and Fake
detection models across the 5-folds.
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Figure 2: Confusion Matrices for All Models: (a) Hate Detection, (b) Fake Detection, (c) Target Prediction, (d)

Severity Prediction.

5.3 Performance Insights

» Hate Detection Model: The Hate detection
model achieved an average F1-score of 74%
across 5-fold cross-validation. This reflects
the model’s ability to balance precision and
recall for detecting hateful content.

* Fake Detection Model: The Fake detection
model performed slightly better, with an aver-
age F1-score of 79%, indicating its robustness
in detecting fake narratives.

* Cross-Validation Consistency: The minimal
deviation in metrics across folds demonstrates
the reliability and generalizability of the mod-
els.

* Training Trends: For both models, training
accuracy steadily increased while validation
accuracy plateaued around the 10th epoch,
suggesting effective learning with no overfit-
ting.

5.4 Task B: Target and Severity Models

The performance of the models for Task B, which
involves predicting the target and severity of hateful
content, was evaluated using both the validation
dataset and 5-fold cross-validation. The results are
detailed below.

5.4.1 Target Prediction Model

The Target prediction model classifies text into
one of four categories: Individual (I),
Organization (0), Religion (R), and N/A. Ta-
ble 8 shows the metrics for the validation dataset,
while 5-fold cross-validation results are summa-
rized in Table 7.

5.4.2 Severity Prediction Model

The Severity prediction model classifies the inten-
sity of hate speech into one of four categories: High
(H), Medium (M), Low (L), and N/A. The valida-
tion dataset results are displayed in Table 8, and
the 5-fold cross-validation results are presented in
Table 7.

5.4.3 Performance Insights
* Validation Set Results:

— For the Target prediction model, the
best performance was observed for the
Organization (0) and N/A classes,
achieving F1-scores of 0.73 and 0.68, re-
spectively.

— For the Severity prediction model, the
N/A and Medium (M) classes showed the
highest F1-scores at 0.72 and 0.62, re-
spectively.



severity of hateful content, the model achieved a
Macro Fl-score of 0.57. These results highlight
the challenges of handling code-mixed text and
imbalanced datasets, particularly in the context of
nuanced classification tasks.

Fold Accuracy | Precision | Recall | F1-Score
Hate Detection
Fold 1 72.0% 73.0% 72.0% | 72.0%
Fold 2 77.0% 77.0% 74.0% | 77.0%
Fold 3 75.0% 74.0% 75.0% | 75.0%
Fold 4 74.0% 74.0% 70.0% | 74.0%
Fold 5 73.0% 73.0% 73.0% | 73.0%
Average | 74.2% 742% | 712.8% | 74.2%
Fake Detection
Fold 1 76.0% 77.0% 76.0% | 76.0%
Fold 2 78.0% 79.0% 78.0% | 79.0%
Fold 3 80.0% 80.0% 80.0% 80.0%
Fold 4 81.0% 81.0% 81.0% | 81.0%
Fold 5 77.0% 78.0% 77.0% | 77.0%
Average | 78.4% 79.0% | 784% | 78.6%
Target Detection
Fold 1 62.0% 60.0% 56.0% | 56.0%
Fold 2 64.0% 61.0% 59.0% | 60.0%
Fold 3 64.0% 61.0% 60.0% | 60.0%
Fold 4 64.0% 61.0% 59.0% | 60.0%
Fold 5 64.0% 65.0% 65.0% | 64.0%
Average | 63.6% 61.6% | 59.6% | 60.0%
Severity Detection
Fold 1 54.0% 51.0% 50.0% | 49.0%
Fold 2 55.0% 52.0% 53.0% | 52.0%
Fold 3 55.0% 54.0% 50.0% | 49.0%
Fold 4 55.0% 52.0% 53.0% | 52.0%
Fold 5 53.0% 55.0% 55.0% | 53.0%
Average | 54.4% 52.8% | 52.8% | 51.0%

Table 7: Task A 5-Fold Cross-Validation Results

Model Accuracy Precision Recall F1-Score
Target 64.0% 65.0% 64.0%  64.0%
Severity 54.0% 54.0% 54.0%  52.0%

Table 8: Task B Validation Dataset Results

¢ Cross-Validation Trends:

— The consistent results across folds indi-
cate the robustness of the models. How-
ever, performance for underrepresented
classes, such as High (H) in Severity
prediction and Religion (R) in Target
prediction, remains a challenge.

— Improvements in model performance for
low-support classes may require addi-
tional training data or specialized feature
engineering.

5.5 Test Results

The performance of the proposed models was eval-
uated on the test dataset for both Task A and Task
B. The results are presented in Table 9. For Task
A, which involves detecting hate and fake narra-
tives, the model achieved a Macro F1-score of 0.65.
Similarly, for Task B, which predicts the target and

Task Model Run Macro F1-Score
Task A CNLP-NITS-PP runl 0.65
Task B CNLP-NITS-PP runl 0.57

Table 9: Test Results for Task A and Task B

6 Conclusion

This work addresses the critical challenge of de-
tecting hate speech and fake narratives in code-
mixed Hindi-English social media text and pre-
dicting the target and severity of hateful content.
We proposed four separate CNN-BiLSTM mod-
els tailored for these tasks, demonstrating effec-
tive performance on validation and cross-validation
datasets. For Task A, the Hate and Fake detection
models achieved consistent results, with F1-scores
of 74% and 79%, respectively, across 5-fold cross-
validation. The robustness of the models was evi-
dent in their ability to generalize well on the val-
idation set, with minimal performance drop. For
Task B, the Target and Severity prediction models
achieved F1-scores of 63% and 54%, respectively,
highlighting the complexities involved in handling
multi-class classification tasks, especially for un-
derrepresented categories. The results underscore
the challenges inherent in processing code-mixed
text, particularly when dealing with nuanced tasks
such as identifying fake narratives and varying lev-
els of hate intensity. The models’ performance
demonstrates the potential of deep learning tech-
niques to tackle such problems while also revealing
areas for improvement, such as enhancing class
representation for underrepresented categories like
Individual, Religion, High, and Low.
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