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Abstract

In recent years, the rise of harmful narratives
online has highlighted the need for advanced
hate speech detection models. One emerging
challenge is the phenomenon of Faux Hate, a
new type of hate speech that originates from
the intersection of fake narratives and hate
speech. Faux Hate occurs when fabricated
claims fuel the generation of hateful language,
often blurring the line between misinforma-
tion and malicious intent. Identifying such
speech becomes especially difficult when the
fake claim itself is not immediately apparent.
This paper provides an overview of a shared
task competition focused on detecting Faux
Hate, where participants were tasked with de-
veloping methodologies to identify this nu-
anced form of harmful speech.

1 Introduction

The rapid increase in social media platform users
has changed how information is created, shared,
and consumed. This has significantly boosted both
the volume and speed of information dissemination.
Social media has become a crucial tool for modern
communication, providing instant access to real-
time updates and facilitating seamless content shar-
ing. While this shift has made information more
accessible and enhanced global connectivity, it has
also led to challenges, particularly the spread of
misinformation and disinformation (Biradar et al.,
2023).

Among the most concerning forms of misinfor-
mation is fake news, which refers to deliberately
fabricated or misleading content presented as legit-
imate news. The rapid spread of fake news is of-
ten exacerbated by social media algorithms, which
prioritize engagement metrics over the accuracy
of the information (Akash et al., 2021). The sit-
uation becomes even more alarming when fake
news intersects with hate speech, forming a potent
combination known as “fake instigated hate news”

(Gollatz and Jenner, 2018). This category encom-
passes fabricated or distorted content designed to
incite hostility, discrimination, or violence against
individuals or groups based on attributes such as
race, religion, gender, or political beliefs. Hate
speech, as defined by various legal and academic
frameworks, refers to any speech, gesture, con-
duct, writing, or display that incites violence or
prejudicial actions against others based on their
identity or group membership (Shaik et al., 2024;
Sai et al., 2024; Biradar et al., 2022; Kavatagi and
Rachh, 2021). It perpetuates harmful stereotypes,
dehumanizes marginalized groups, and exacerbates
societal divisions.

The combination of fake news and hate speech can
amplify social tensions, leading to real-world con-
sequences such as violence, discrimination, and
the erosion of social trust. Its widespread dis-
semination complicates efforts to maintain public
safety and social cohesion, making it crucial to
develop robust mechanisms for its detection and
regulation (Biradar et al., 2024b). This dual threat
of misinformation and hate speech creates unique
challenges for law enforcement, policymakers, and
researchers. Such content is not only deceptive
but also emotionally provocative, often capitalizing
on societal tensions. The deliberate creation and
spread of such material threaten the social fabric,
underscoring the urgent need for effective detection
and mitigation mechanisms. In multilingual soci-
eties like India, code-mixed text—a blend of two or
more languages within a single discourse—adds an
additional layer of complexity to identifying fake
news and hate speech (Bali et al., 2014). Hindi-
English code-mixed communication is particularly
prevalent on social media platforms, where users
frequently switch between languages for expres-
sion and convenience. The informal and inconsis-
tent nature of code-mixed text, transliteration, and
frequent spelling variations pose significant chal-
lenges for traditional natural language processing



(NLP) techniques. Addressing these challenges re-
quires sophisticated computational approaches that
can effectively capture the linguistic nuances of
such hybrid text. This study proposes a multitask
learning model that leverages shared linguistic fea-
tures to simultaneously classify code-mixed tweets
as Hate vs. Non-hate and Fake vs. Non-fake. By
focusing on this multi-task framework, the study
aims to advance the development of effective tools
to mitigate the spread of harmful content on social
media.

2 Methodology

This study presents a multitasking classification
model to address the challenges of detecting hate
speech and fake content in Hindi-English code-
mixed text. The methodology combines effec-
tive preprocessing techniques with fastText embed-
dings to create a shared vector space that captures
code-mixed data’s semantic and syntactic nuances.
These shared embeddings serve as input to a multi-
task framework comprising two independent Sup-
port Vector Machine (SVM) classifiers. These clas-
sifiers are designed to simultaneously categorize
tweets as Hate vs. Non-hate and Fake vs. Non-fake.
This approach utilizes shared linguistic features
across the tasks to improve classification accuracy
and computational efficiency.

2.1 Task and dataset description

The Faux-Hate shared task provides a unique plat-
form to address the issues of fake instigated hate
statements by focusing on Hindi-English code-
mixed social media content. This section details
the task objectives and describes the dataset used
to train and evaluate models designed to effectively
identify and classify hate speech and fake narra-
tives.

2.1.1 Task description

The organizers have structured the Faux-hate
shared task to challenge participants with the dual
objectives of detecting both fake and hate speech in
social media comments, focusing on the target and
severity of hateful language (Biradar et al., 2024a).
The task is divided into two subtasks. Subtask A
involves binary hate speech detection, where par-
ticipants receive a dataset of tweets, each labeled
as either hate or non-hate and as fake or real, using
categorical labels. Participants must develop a sin-
gle multitasking model that can accurately identify
both the fake and hate labels for each tweet.

Hate Non-hate Fake Non-fake
Train 4100 2295 3285 3110
Validation 513 287 423 377
Test 800

Table 1: Dataset description

In subtask B, participants were given a dataset
of tweets, each labeled to indicate its target: in-
dividual, organization, or religion. Additionally,
each tweet was classified based on severity into
three categories: low, medium, or high. Partici-
pants are tasked with developing a single model
that can generate both the target and severity labels
for the provided tweet samples.

2.1.2 Dataset description

The dataset for Shared Task A encompasses labeled
data specifically designed for two critical binary
classification tasks: identifying hate speech ver-
sus non-hate speech and discernment between fake
news and legitimate news. Table 1 provides a de-
tailed breakdown of the distribution of instances
across the training, validation, and testing sets. In
the training set, 4,100 records are categorized as
hate speech, contrasted with 2,295 records classi-
fied as non-hate speech. This results in the dataset
exhibiting a noticeable skew in favor of the hate
class, which may impact model performance. Con-
versely, when it comes to classifying fake news,
the training data presents a more balanced outlook,
featuring 3,285 instances of fake news and 3,110 in-
stances of non-fake news. The validation set further
reflects this trend, consisting of 513 records desig-
nated as hate speech and 287 as non-hate speech,
echoing the imbalanced distribution observed in the
training data. For the validity of news classification
within the validation set, 423 instances are labeled
as fake news and 377 as non-fake news, ensuring
consistency with the distribution patterns noted in
the training dataset. Finally, the test set comprises
800 records that await evaluation. These instances
will be assessed through our model to determine
their appropriate labels, ultimately measuring the
effectiveness of our classification approach.

2.1.3 Pre-processing

The dataset has undergone thorough preprocess-
ing and is now ready for feature extraction. The
tweets have been normalized: all words have been
converted to lowercase, URLs have been removed,



special characters have been eliminated, and num-
bers have been stripped away to reduce noise. We
have tokenized the tweets into raw tokens, followed
by the removal of stop words to eliminate irrelevant
terms. Finally, lemmatization has been applied to
reduce words to their base forms, ensuring a con-
sistent vocabulary.

2.1.4 Feature extraction

The multitasking model employs fastText em-
beddings to tackle the unique challenges associ-
ated with processing Hindi-English code-mixed
text. These challenges include linguistic diversity,
transliteration, and variations in morphology. In
this study, fastText embeddings convert the prepro-
cessed text into fixed-length feature vectors, which
serve as input for the multitasking classification
framework. The detailed architecture of the pro-
posed model is depicted in Figure 1. fastText, en-
hances traditional word embedding techniques by
incorporating subword information, making it par-
ticularly effective for modeling morphologically
rich and code-mixed languages. This approach
provides robustness against spelling variations, in-
flections, and morphological changes. fastText
generates word embeddings by breaking words
down into character-level n-grams instead of treat-
ing them as individual units. For instance, the word
“pyaar” is decomposed into subwords such as ’pya,
“yaa,” and “aar,” allowing for meaningful repre-
sentations of transliterated or out-of-vocabulary
(OOV) words. This technique effectively captures
both semantic and syntactic relationships across dif-
ferent languages. For example, the English word
“hate” and its Hindi equivalent “nafrat” (including
transliterated forms) can share similar vector rep-
resentations based on their context. By creating a
shared vector space, fastText harmonizes linguis-
tic features from both Hindi and English, ensuring
a unified representation of code-mixed text. The
embeddings also maintain contextual relationships
through the skip-gram model, where each word is
predicted based on its surrounding context. These
dense vector representations are computationally
efficient and encode rich semantic information. Ul-
timately, this representation enables the effective
identification of hate speech and fake content in the
Hindi-English code-mixed Faux-Hate dataset. The
word embeddings in the dataset are transformed
into a unified vector space, ensuring that the lin-
guistic features of codemixed text is aligned. This
common representation is then used as the input
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for the multitasking classification framework.

2.1.5 Multi-task classifier

The shared vector space created by fastText embed-
dings is incorporated into a multitasking classifi-
cation framework that consists of two independent
Support Vector Machine (SVM) classifiers. This
framework is designed to classify tweets simulta-
neously as either Hate or Non-hate and Fake or
Non-fake, leveraging common linguistic features
from both tasks. The first SVM classifier deter-
mines whether a tweet contains hate speech by an-
alyzing linguistic cues such as offensive keywords,
sentiment, and contextual relationships captured
by the fastText embeddings. The second SVM
classifier operates within the same shared vector
space. It identifies whether a tweet contains fake
information by examining features like unusual pat-
terns, contextual mismatches, and linguistic incon-
sistencies encoded in the embeddings. This shared
feature representation allows the model to use in-
terrelated linguistic patterns across both tasks. For
example, tweets classified as "hate” often exhibit
stylistic or lexical characteristics that may also sug-
gest they are spreading fake content. By utilizing a
shared vector space, the framework reduces redun-
dancy, enhances computational efficiency, and im-
proves generalization, enabling the model to man-
age complex inter-dependencies between the tasks
effectively.

3 Results and discussion

In this section, we present the results obtained for
the multitasking model developed for identifying
binary hate and fake tweets simultaneously for sub-
task A. Organizers have used macro F1 score to
evaluate the labels presented by the participants for
the test dataset. The proposed multitasking model’s
performance on the Faux-Hate shared task dataset
demonstrates its ability to effectively classify bi-
nary hate or non-hate and fake and non-fake labels.
Table 2 summarizes the F1 Scores and accuracy
metrics for the validation and test datasets.

On the validation dataset, the proposed mul-
titasking model demonstrated acceptable perfor-
mance across both tasks. For the hate class, the
model achieved an F1-score of 0.76, while for the
non-hate class, it achieved an F1-score of 0.80 with
an accuracy of 0.78, indicating its ability to identify
hate content with a reasonable balance of precision
and recall. For the fake class, the model obtained
an Fl-score of 0.79, and for the non-fake class,
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Figure 1: Architecture of the proposed multitasking model with a shared feature space.

Table 2: Results obtained for the multitask model

Validation Test
Class
F1-Score Acc F1-Score Acc
Hate 0.76 0.73
Non-hate 0.80 0.78 0.76 0.69
Fake 0.79 0.72
Non-fake 0.82 0.81 0.75 0.71

it achieved an F1-score of 0.82 with an accuracy
of 0.81, showcasing its effectiveness in identify-
ing false narratives. Notably, the non-fake class
achieved the highest validation performance, with
an F1-score of 0.82, reflecting the model’s consis-
tent capacity to detect real content.

On the test dataset, the model’s performance indi-
cates its ability to generalize effectively, albeit with
some performance drops. For the hate class, the
model recorded an F1-score of 0.73 with an accu-
racy of 0.69, reflecting a slight decrease compared
to the validation results. This drop highlights the
challenges of detecting hate content in previously
unseen data, potentially due to variations in lin-
guistic expressions or contextual nuances. For the
non-hate class, the model achieved an F1-score of
0.76, which, while slightly lower than its validation
performance, demonstrates its consistent ability to

identify non-hate content. In the fake class, the
model achieved an F1-score of 0.72, while for the
non-fake class, it recorded an F1-score of 0.75 with
an accuracy of 0.71. These results reflect a per-
formance drop compared to the validation dataset,
highlighting the complexities involved in identify-
ing deceptive narratives, especially in diverse and
informal text. This suggests that additional strate-
gies, such as domain-specific feature enhancement
or improved contextual representations, may be
required to enhance the model’s robustness further.

Table 3: Top 3 best-performing teams in the leader-
board for subtask A

Team Macro-F1 Score Rank
DCST_unigoa 0.79 1
Radicaldecoders 0.7761 2
Chakravyuh coders 0.7721 3
VTUBGM 0.7445 10

Table 3 showcases the performance of the top
three teams in the ICON 2024 Faux Hate Subtask
A based on their Macro Flscores and ranks. The
winning team, DCST _unigoa, achieved the highest
Macro F1-score of 0.79. Our model, VTU_BGM,
achieved a Macro Flscore of 0.7445, ranking 10th
in the overall leaderboard. While the score reflects



a competitive performance, it also highlights poten-
tial areas for improvement.

4 Conclusion

This work presents a multitasking model for identi-
fying hate and fake content within the Faux Hate
Shared Task dataset. The proposed approach lever-
ages fastText embeddings with a shared feature
space to address binary hate and fake classification
tasks simultaneously. The model demonstrated
competitive performance on validation and test
datasets, achieving a Macro F1-score of 0.7445 on
the test data and ranking 10th in the competition.
These results underscore the potential of multitask-
ing architectures in tackling complex, multi-faceted
problems in natural language processing, particu-
larly for code-mixed and informal text.
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